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ABSTRACT 

This paper presents the application of nonlinear finite element models in the analysis of dapped-

ends pre-stressed reinforced concrete girders under static loading by using ANSYS software. The 

girder dimensions are (4.90 m span, 0.40 m depth, 0.20 m width, 0.20 m nib depth, and 0.10 m nib 

length) and the parameters considered in this research are the pre-stress effect, and strand profile 

(straight and draped). 

    The numerical results are compared with the experimental results of the same girders. The 

comparisons are carried out in terms of initial prestress effect, load- deflection curve, and failure 

load. Good agreement was obtained between the analytical and experimental results. Even that, the 

numerical model was stiffer than the experimental, but; there were a good agreements in both trends 

and values.  The difference varies in the range (5-12)% for the deflection. Results have shown that 

the pre-stress force has increased the static ultimate load capacity by (35%) in case of straight strand 

and by (97%) in case of draped strand 

Key words: dapped-end girder, finite element, prestress. 
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 الخلاصة

انخحهيم انغيش خطي باسخخذاو َظشيت انعُاصش انًحذدة نخحهيم انعخباث انخشساَيت انًسبقت اندهذ راث انُهاياث يقذو هزا انبحث دساست 

و  عًق  4.04و نهفضاء,  4..0انعخب انًحهم كاَج )ابعاد (. ANSYSباسخخذاو بشَايح )انًسخذقت ححج حاثيش الاحًال الاسخاحيكيت 

قىة الاخهاد  زقاو انبحث بذساست حاثيش كم يُو طىل انُهايت انًسخذقت ( .  4..4و عًق انُهايت انًسخذقت و  4..4و  عشض ,  4..4, 

 . بو يساس حبال انشذ ) يسخقيًت , يُحُيت( عهً انخحًم الاقصً نهعخ

يُحُي الاَحُاء الاوني انُاحح عٍ قىة انشذ , حًج يقاسَت انُخائح انعذديت يع يا يًاثهها يٍ َخائح عًهيت وقذ كاَج انًقاسَت بذلانت 

وعهً انشغى يٍ كىٌ انًُىرج انهطىل و حًم انفشم وقذ اظهشث انًقاسَت حقاسبا خيذا بيٍ انُخائح انُظشيت و يثيلاحها انعًهيت. -انقىة

انعُاصش انًحذدة كاٌ اكثش خساءة يٍ يثيهه عًهيا الا اٌ انُخائح اظهشث حىافقا خيذا يٍ َاحيخي انُزعت َظشيت باسخخذاو  انًًثم

%( نحالاث 55وخذ باٌ قىة الاخهاد انًسبق حزيذ يٍ يقذاس انحًم الاقصً بُسبت ) كًا (%. ..-5وانقيى انقصىي حخشاوذ بيٍ )

 انًُحُي.%( نحالاث انًساس 9.حبال انشذ راث انًساس انًسخقيى و بُسبت )

 

 انشوافذ راث انُهاياث انًسخذقت, انعُاصش انًحذدة, الاخهاد انًسبق:ّ الكلمات الرئيسية
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1. INTRODUCTION 

The severe stress concentration at the re-entrant corner of the dapped- end girders, due to unusual 

shape, didn’t restrict the extensively using of such girders in different types of structures. It is a 

better choice for better lateral stability; since it lowers the deck center of gravity by indentation 

supporting corbel into the depth of the supported girders. The re-entrant corner, certainly, can be 

considered as the weakest location in the dapped-ends girder. It requires special details of 

reinforcement, otherwise, a rapid diagonal tension cracks may propagate and a failure will acquire 

with few or no warning.  

      Many of researches had been started since 1969 when Reynold, Reynold, G. C., 1969,
 

developed suitable reinforcement details evolving a design procedure for dapped-end members. 

Then after many researches were made to study the shear capacity and behavior of RC dapped-end 

beams, Ajina, J. M.,  1986, Herzinger,  R. and El-Badry, M. M. ,2002, Liem, S. K., 1983, 

Mohamed, R. N. and Elliott, K. S., 2008, Reynold, G. C., 1969,
 
 Wang, Q. , Guo, Z. and 

Hoogenboom, P.C.J., 2005. PCI, ACI and STM design method were considered to detect the most 

sufficient and economic design of dapped-end beam, Ahmed, S. et al, 2013, Barton, D. L., 1988, 

Huang, P.C, J.J Myers and A. Nanni, 2000, Mader, B. S., 1999, Mattock, A. H., and Theryo, 

T., 1986 . There were also many researches that studied the effect of different reinforcement details 

on the response of dapped-end beam, Herzinger,  R. and El-Badry, M. M. ,2002, Mattock, A. H., 

and Theryo, T., 1986. The effect of geometric layout of the dapped- end (nib height and width) 

were also considered in some researches, Chung, J. C. J, 1985,
 
Khan, M. A., 1981.  

 

2. FINITE ELEMENT TYPES CONSIDERED IN THE PRESENT STUDY 

The concrete will be modeled using Solid65 element. This element has eight nodes with three 

degrees of freedom at each node (translations in the nodal x, y, and z directions). Plastic deformation, 

cracking in three orthogonal directions, and crushing are the most important capability of this element that 

made it a suitable choice to model concrete material. Fig. 1 shows the schematic drawing of this element.   

   Steel reinforcement and steel strand are modelled using Link8 element. This element is a 3D spar 

element and it has two nodes with three degrees of freedom at each node (translations in the nodal x, 

y and z directions) as shown in Fig. 2. This element is also capable to represent an initial strain and 

plastic deformation at high stress level.   

The Solid45 element is used for modelling the steel plates at the supports and loading locations to prevent 

stress concentration and to provide stress distribution over supports and loading areas. The element is defined 

with eight nodes having three degrees of freedom at each node – translations in the nodal x, y, and z 

directions. The geometry and node locations for this element type are shown in Fig. 3.   

  

3. MATERIAL PROPERTIES  
The required parameters to identify the material models are listed in Table 1. Regarding Solid65 element (set 

No. 1), the model includes density, linear isotropic and multi-linear isotropic properties to properly model 

concrete material. The compressive uniaxial stress-strain relationship for the concrete model (multi-linear 

isotropic) was obtained using the following equations, MacGregor, 1992. 

   
    

  (
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                                      (1) 

    
   

 

  
                            (2) 

   
 

 
                                               (3) 
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Where:  

f = Stress at any strain. 

𝜀 = Strain at stress f.  

𝜀ₒ = Strain at the ultimate compressive strength  𝑐′.  

E = Modulus of elasticity. 

 

    Based on Hook’s law and Eq. (1), the adopted stress-strain relationship for concrete used in this 

study, Fig. 4 (b) was that as suggested by Jindal, A., 2012, Wolanski, B. S., 2001, and Kachlakev, 

D. I., 2005. The curves start at zero stress and strain while the first points (defined at 0.3  𝑐′) was 

calculated in the linear range, Eq. (3). The rest points (2-6) were calculated from Eq. (1) with 𝜀ₒ 

obtained from Eq. (2).  

    Model numbers 2, and 3 refer to Link8 element. This element was used for all steel reinforcement 

and it is assumed to be bilinear isotropic behavior at nonlinear stage. Bilinear isotropic material is 

also based on the Von Mises failure criteria. This model requires the yield stress (f y), as well as the 

hardening modulus of the steel to be defined.  

    Material model number 4 refers to the Solid45 element used for the steel plates at loading points 

and at supports. Therefore, this element is modeled as a linear isotropic element. 

    Material model number 5 represents the properties of pre-stressing steel. It was modeled as 

multilinear isotropic material following the von Mises failure criteria. The pre-stressing steel was 

modeled using a multilinear stress-strain curve developed using the following equations, Wolanski, 

B. S.,2001. 

                                                               (4) 

                       
     

            
       

  
                                                                 (5)   

4. GEOMETRY AND FINITE ELEMENT MODELING 

Three simply supported dapped-ends girders that had the same geometric layout, flexural and shear 

reinforcement (Fig. 5, Fig. 6 and Table 2) are analyzed using ANSYS finite elements model. All 

the tested beams were designed, according to PCI Design Handbook 6
th

 Edition 
[16]

 requirements to 

fail at their ends.  

    The dapped-ends girders, anchorages, load plates, and support plates were modeled as volumes. 

The combined volumes are shown in Fig.7 for both straight and draped strand profiles, respectively, 

while the layout of the generated draped duct is sown in Fig. 8. 

    The use of a rectangular or square mesh is recommended for Solid65 element to obtain good 

results, Wolanski, B. S., 2001. However, the presence of the duct, reduces the possibility to mesh 

the circular hole properly. Therefore, finer the mesh was set for elements as possible near the duct. 

The overall mesh of the concrete, load and support plate volumes is shown in Fig. 9 for the straight 

and draped strands, respectively. Lines were created so that they pass through the nodes of the 

reinforcement bars, then after a mesh line command was adopted to generate the reinforcement 

elements. However, the necessary mesh attributes as described above need to be set before each 

section of the reinforcement is created. Fig. 10 and Fig. 11 show the overall mesh of the steel 

reinforcement for a straight and draped strands, respectively.  
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5. VALIDATION OF THE FINITE ELEMENT MODEL 

In order to validate the finite element modeling of reinforced and prestressed dapped-ends concrete 

beams , the finite element model using ANSYS program has been applied to analyze a compatible  

concrete beams tested in by Mohammed, S. D., and Mahmoud, T. K., 2014. The predicted results 

are compared with the experimental results. The comparison includes prestress effect, load-

deflection relation, and failure load. 

 

5.1 Pre-stress effect 

The deflections obtained from experimental work (Mohammed, S. D., and Mahmoud, T. K., 

2014), hand calculations, and from the FE analysis due to the pre-stress effect are given in Table 3 

(no hand calculation was considered for cases of draped strand profile). Fig. 12 shows the deflected 

shape due to pre-stress effect for each tested specimens. From Table 3 it is clear that there is a good 

agreement between the experimental, hand calculations. The difference varies between (1%) and 

(6%). 

 

5.2 Load - deflection relation. 

The results obtained from the FE analysis for the load – deflection relation are presented in Fig. 13 

while Fig.14 shows the contour lines of the deflection at the failure stage. The presentation also 

includes a comparison between the experimental (Mohammed, S. D., and Mahmoud, T. K., 2014)  

and numerical results. Even that the numerical models were stiffer than the experimental, but; there 

were a good agreement in both trend and amplitude that varies between (5%) and (12%). 

 

5.3 Load at failure 

In the finite element analysis, the continuity in the solution process, depends on the concepts of rigid 

body motion. The small load increment solution continues until there is a dis-converge in results. 

Table 4 gives the failure load as obtained from the FE analysis and the experimental work 

(Mohammed, S. D., and Mahmoud, T. K., 2014) for each modeled specimens. 

 

6. RESPONSE AND BEHAVIOUR OF DAPPED-END REINFORCEMENT 

Five positions were adopted to get better understanding for the response and behaviour of the 

dapped-end reinforcement that is recommended by the PCI, PCI Design Handbook 6
th

 Edition 

2004, as shown in Fig. 15. The effect of the pre-stressing presses was investigated, Fig. 16 shows 

the advantage of the draped strand profile on the response of shear and flexure reinforcement ( Ah, 

Av, As, Ash, and As’h) It is clear that in case of draped strand, the reinforcement yields when 

approaching the failure stage which indicates a good strengthening for the concrete.  

   The crack patterns, for each modeled specimen, as obtained from ANSYS program are shown in 

Fig.17. These cracks were selected at the failure stage. It is clear that the initial crack generated at 

the re-entrant corner of the dapped-ends girder and extends then after toward the applied load. This 

is compatible with the experiment test results by Mohammed, S. D., and Mahmoud, T. K., 2014.  

7. CONCLUSIONS 

Based on the predicted results from the finite element analysis, the following conclusions may be 

drown: 

1. There was no significant difference in the effect of pre-stress force, for both straight and 

draped strand profile, on the response of flexural reinforcement (As, Ah, and As’h) up to crack 
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stage. Then after the strain load curves show a separation due to the stiffening effect of 

draped pre-stress force. 
 

2. The behavior and response of shear reinforcement (Av and Ash) under the effect of straight 

and draped strand profile are similar to that of flexural reinforcement of the dapped-ends 

girder. 
 

3. Straight pre-stress profile shows about (35%) more effect on the response of shear 

reinforcement (Ash) than other types of shear reinforcement (Av).  
 

4. A similar crack pattern in all specimens was detected. Cracks started with the initiation of 

diagonal re-entrant crack, followed by nib inclined crack and diagonal tension crack 

(developed in the full-depth of the girder). 
 

5.  The general behavior of the finite element model presented by the load- deflection shows a 

good agreement in both trend and amplitude. 
 

6. The finite element model behavior was stiffer than that of the tested specimen due to the 

effect of bond slip between the concrete and steel bars and the effect of micro cracks which 

were excluded in the finite element analysis. The overestimation in the failure load as 

calculated by the finite element analysis was (4-11)%.  
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Figure 1. Solid65 element (ANSYS help, 2009).        Figure 2. Link8 element (ANSYS help, 2009). 

     

 

Figure 3. Solid45 element (ANSYS help, 2009). 

 

a- Uniaxial stress-strain curve of concrete. 

 

b- Stress-strain curve of 270 Ksi strand 

Figure 4.  Stress-strain curve for (a- concrete & b- strand). 
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(a): Girder dimensions 

 

(b): Draped tendon    

 

(c): Straight tendon 

Figure 5. Geometric layout of the modeled girder (Mohammed, S. D., and Mahmoud, T. K., 2014). 

 
 

  

Figure 6. Details of the reinforcement (Mohammed, S. D., and Mahmoud, T. K., 2014). 
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a- Straight strand profile. 

 

b- Draped strand profile. 

Figure 7. Volumes of the modeled dapped-ends girder. 

 

Figure 8. Volumes created for draped duct. 

 

a-Straight strand profile. 

 

b-Draped strand profile. 

Figure 9. Meshing of the modeled dapped-ends girder 
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Figure 10.  Reinforcement configuration for straight strand profile. 

 

 

Figure 11. Reinforcement configuration for draped strand profile. 
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                              SSP-40                                                                               SDP-40 

Figure 12. Contour of the pre-stress effect 
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Figure 13. Comparison of load-deflection relation. 
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SDN-40                                                                                     SDP-40 

 
SSP-40 

Figure 14. Deflection contour at failure stage. 

 

Figure 15. Adopted locations on the dapped-end reinforcements.  
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Figure 16. Load – strain curve at different locations. 
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SDN-40  

                                                                                    
 SDP-40 

 
SSP-40 

Figure 17. Crack pattern at failure stage. 
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Table 1. Material properties. 

 

 

 

 

 

Material 

Model 

NO. 

Element 

Type 
Material Properties 

1 Solid65 

Linear Isotropic 

 EX 29725 MPa 

PRXY 0.2 

 
Multilinear Isotropic 

Strain  Stress MPa 

0.0004 12.00 

0.0006 16.99 

0.009 24.06 

0.0012 29.76 

0.00185 36.97 

0.002 38.30 

0.00269 39.98 

 

Density 

2500 kg 

 

Concrete 

ShrCf-Op  0.2 

ShrCf-Cl  0.8 

UnTensSt  4.0 MPa 

UnCompSt  40 MPa 

BiCompSt  0 

HydroPrs  0 

BiCompSt  0 

UnTensSt  0 

TenCrFac  0 

 

2 Link 8 
Linear Isotropic 

EX 200000 MPa 
MMPMMpa PRXY 0.3 

Bilinear Isotropic 
Yield stress  

 
630MPa
Mpa Tangent modulus  

 
0 

 

3 Link 8 
Linear Isotropic 

EX 200000  MPa  
MMPMMpa PRXY 0.3 

Bilinear Isotropic 
Yield stress  

 
593MPa
Mpa Tangent modulus  

 
0 

 

4 Solid 45 

 

Linear Isotropic 
EX 200000  MPa 
PRXY 0.3 
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Table 2. Details of the modeled girders. 

 

 

  

 

 

 

 

 

Table 3. Pre-stress effect. 

 

 

 

 

 

 

 

 

 

 

Table 4. Comparison of the failure load. 

Specimen 
Failure Load, kN        

       
 

               

SDN-40 135 122 1.11 

SDP-40 250 240 1.04 

SPP-40 175 165 1.06 

 

 

 

. 
 

Girder 

No. 
    (MPa) Strand Path Level of Prestress 

SDN-40 40 Draped Not prestressed   

SSP-40 40 Straight 0.62    

SDP-40 40 Draped 0.62    

Status 
Specimens 

Canter line deflection at pre-stress stage , mm 

 SDP-40 SSP-40 

Experimen

t 

0.91 1.25 

Calculated -- 1.31 

F.E. 0.93 1.29 
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 تأثير حجم النماذج اقب دورات التسخين والتبريد و تاثير تع
 عمى مقاومة إنضغاط الخرسانة المعرضة لدرجات حرارة عالية

 
 شامل عبد الرحيم سممان

 مدرس مساعد
 معهد التكنولوجيا / بغداد

 
 المستخمص

درجة حرارة لتم في ىذا البحث دراسة تأثير تعاقب دورات التسخين والتبريد عمى مقاومة إنضغاط الخرسانة عند تعرضيا     
 درجة مئوية ولمدة ساعة واحدة . 400
درجة مئوية( ولمرة واحدة انخفضت قيمة مقاومة  400بينت النتائج ان النماذج التي تم تعريضيا  لدرجة حرارة عالية )    

والتبريد % عن النماذج المرجعية بينما كانت نسبة الانخفاض لمنماذج التي تعاقبت دورات التسخين 32.5إنضغاطيا بنسبة 
 % .52.7 ـــباطيا مقاومة انضغ عمييا لعشرة دورات انخفضت

كما تم دراسة تأثير حجم النماذج الخرسانية عمى النسبة المئوية لأنخفاض مقاومة الأنضغاط عند تعرضيا لدرجات حرارة    
 .ممم ( 100 , 150 , 200)مكعبات خرسانية ذات طول اضلاع درجة مئوية( لنماذج  250 , 500 , 750عالية )

 درجات الحرارة المسمطة عمييا الا ية للأنخفاض في مقاومة انضغاط الخرسانة تزداد بزيادةوبينت النتائج ان النسبة المئو    
 .  جميع درجات الحرارة التي تعرضت ليا النماذجإن نسبة الأنخفاض في المقاومة تقل كمما زادت احجام النماذج ول

 
The Effect of Recycled Heating and Cooling and The Effect of The 

Speciment Size on The Compressive Strength of Concrete Exposed To High 

Temperature 

 
SHAMIL ABDUL RAHEEM  

 
ABSTRACT 

     In the present work effect of recycled heating and cooling on the values of concrete 

compressive strength due to high temperature of 400
0
C was studied. 

    The tests show that the percent of reduction in compressive strength of the samples which 

exposed to a temperature of 400
0
C for one cycle was 32.5%, while the reduction was 52.7% 

for the samples which were exposed to recycled heating and cooling of ten times .       

   Moreover a study of the effect of specimen sizes on the percentages of compressive strength 

reduction due to high temperatures (250, 500, 750
0
C) with the variation of cub's size (100, 

150, 200 mm) was studied. 

    The tests show that the rate of reduction in compressive strength increases with increasing 

the exposed temperatures, but, the rate of reduction was decreased as the specimen size was 

increased.  
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 المقدمة
اء المباني وغيرىا لأبدائيا قوة ومقاومة عالية للأحمال تعتبر الخرسانة من أكثر المواد الانشائية استعمالًا في إنش   

( وىي تعتبر Fabrication( وسيولة تشكيميا )Durableالشاقولية والجانبية وخاصةً المسمحة منيا إضافةً الى ديمومتيا )
للأشتعال . لكل ىذه الأسباب من المواد الرديئة لمتوصيل الحراري مقارنة بغيرىا كالحديد وكذلك تعتبر من المواد الغير قابمة 

تعتبر الخرسانة العادية والمسمحة افضل من بقية المواد الأنشائية في بناء ىياكل الأبنية المرتفعة وفي الأنفاق وقواعد 
 انطلاق المركبات الفضائية وغيرىا .

تعتبر من المشاكل الرئيسية التي الرغم من ذلك فأن الحرائق الكبيرة والمستمرة لفترات طويمة )اكثر من ساعة واحدة( عمى   
تتعرض ليا الأبنية الخرسانية والزيادة العظمى في ىذه المشاكل بنقصان المقاومة تكون بدرجات الحرارة العالية بحدودىا 

 العميا مع طول زمن التعرض لمحرائق . 
 750طارين يحوي احداىا كمثال عمى ذلك فأن احدى ىذه الحوادث تمت في احد انفاق الجزائر حيث تصادف اصطدام ق

درجة مئوية مما ادى الى دمار كبير في  1200متر مكعب من الوقود تم احتراقيا مولدة درجة حرارة عالية وصمت الى 
 (Toumi and Rasheidat, 2010) جسم النفق الخرساني ، والنفق لا يزال مغمق لحد الآن .

ى احتراق شديد غير أن الخرسانة المسمحة ليياكل ىذه الأبنية تم فان كثير من الأبنية التي تعرضت ال ،من جانب اخر    
 اصلاحيا بدلًا من ازالتيا . وقد تم وضع جداول من قبل احدى الجيات اليندسية المتخصصة في ىذا المجال

 ( The Concrete Society, 1990 and Smart, 1999 يعين الميندسين عمى كيفية اصلاح او ازالة الاجزاء )
( حيث قدمت جداول تعتمد عمى الفحص Spallingنية المعرضة لمحريق اعتماداً عمى اليطول والتشققات والتقشر )الخرسا

( لتقدير وضع كل جزء من المبنى المعرض للأحتراق مقسماً الى خمسة Visual Indicationومؤشرات الرؤيا الموقعية )
 (Zween, 2008)حات بسيطة الى اصلاح رئيسي . درجات . حيث قدم لكل درجة طرق الأصلاح ليا تبدأ من اصلا

درجة مئوية  250 – 200وفي دراسة بين الباحثون ان التغير في مقاومة انضغاط الخرسانة يلاحظ بدرجات الحرارة بين    
درجة مئوية تكون فاعمة وذلك يعود بسبب بدأ تحمل ىيدروكسيدات الكالسيوم  550 – 500وفي درجات حرارة اعمى ما بين 

(Calcium Hydroxide dehydration اما بدرجة حرارة بحدود ، )درجة مئوية وما فوقيا يبدأ الركام بتردي  750
درجة مئوية تبدأ الخرسانة  1200( وبدرجات حرارة اعمى بحدود .Physical Deteriorate of aggخواصو الفيزياوية )

( الخرسانة المعرضة لمحريق تتأثر بنوع الأسمنت Durability and Performanceبالتفتت . كما بينوا ان ديمومة واداء )
ونوع الركام الناعم والخشن والمضافات الأخرى الداخمة في تركيبيا اضافةً الى نسبة الماء المستعمل . وقام الباحثون بناءا 

حيث وجدوا من ( Image Scanningعمى ماسبق بدراسة استعمال احدى التقنيات الحديثة وىي اجيزة المسح الصوري )
دراستيم امكانية استعمال ىذه التقنية الحديثة في تقييم شدة الشقوق عمى سطح الخرسانة المعرضة للأحتراق ومعرفة امكانية 

 (Toumi and Rasheidat, 2010).اصلاحيا او ازالتيا بشكل كامل 
 لخرسانة عند تعرضيا الى درجات حرارة مرتفعة ا الباحثون لدراسة سموك وتصرف امن الدراسات التي قام بي يوجد عدد   

درجة مئوية( وقد بينوا ان الخرسانة تعتبر من المواد الضعيفة التوصيل  1000) من درجة حرارة المختبر الى ما فوق 
ارتفاعيا الحراري وتبدي مقاومة عالية للانتقال الحراري ولكن بالرغم من ذلك فأن الحرارة الشديدة والسرعة العالية في 

( وكذلك Thermal dilation( بسبب التمدد الحراري )Volume Change Largeوتوقدىا تؤدي لتغيرات حجمية كبيرة )
 Moisture( ويعود ذلك بسبب إنتقال او ارتحال الرطوبة الداخمية في الخرسانة )Thermal Shrinkageالتقمص الحراري )

migration( اضافة الى التشظي او التقشر )Spalling لســـطح الخرسانة والذي يؤدي الــــى نقصــــان في المقطع )
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( ونشوء الضغط الداخمي في الخرسانة  High Thermal Stressالخرساني بســــبب الأجيــــــادات الحراريـــــــة العاليــــــــــة )
(Pore Pressure Build up( كما ان الزيادة الحجمية الكبيرة )Large Volume Change تؤدي لنشوء اجيادات )

( وشروخ كبيرة والتي تؤدي في مرحمة ما الى فشل المنشأ Micro Crackingوبالتالي تؤدي لتكون تشققات شعرية )
 (Zween, 2008)الخرساني . 

حسب حيث تم تعريفيا  (( ]LWACوفي دراسة تم دراسة تأثير درجات الحرارة العالية عمى الخرسانة الخفيفة الوزن ))   
 1850الى  1440ا بين من ركام خفيف الوزن النوعي لي " بأنيا الخرسانة المكونةACI 213معيد الخرسانة الأمريكي " 

حيث تبين ان مقاومتيا لمحرائق اكبر من الخرسانة العادية  [( MPa 17.2ومقاومة إنضغاطيا اعمى من ) 3كغم / متر
( اضافة لأنخفاض معامل التمدد الحراري Lower thermal Conductivityوىذا يعود الى أنخفاض توصيميا الحراري )

( مما يؤدي الى بطىء ارتفاع درجة حرارتيا وانخفاض الأجيادات Lower Coefficient of thermal Expansionليا )
خرسانة الخفيفة ( . وقد قام الباحث بدراسة عدة متغيرات عمى الStress Restraintالناشئة تحت تأثير التقييدات الداخمية )

الوزن وقد بين ان معدل التسخين العالي يؤدي الى انخفاض اكبر في الخواص الميكانيكية لمخرسانة الخفيفة من معدل 
التسخين الواطىء حيث ان معدل التزايد الحراري الواطىء يؤدي الى تمدد حراري اقل . كما بينت النتائج ان الخرسانة 

اء / اسمنت واطئة ىي اكثر ميلًا لمتشظي من تمك الحاوية عمى ماء / اسمنت اعمى . وان الحاوية عمى السميكا مع نسبة م
(  تبدو مناسبة لمنع التشظي بينما لم تمنع الياف Polypropylene% بالحجم من الياف البولي بروبمين )0.25اضافة 

الحديد مع الياف البولي بروبمين ادت  % بالحجم . ولكن تبين انو بأضافة الياف1الحديد تشظي الخرسانة حتى مع اضافة 
 (Zween, 2008)الى تحسن الخواص الميكانيكية لمخرسانة المعرضة لدرجات حرارة عالية . 

وفي دراسة بين الباحثون ان الخرسانة المعرضة لمحرائق قد تؤدي الى تفاعلات كيمياوية وخاصةً في تحمل مركبات    
يؤدي في نقصان مقاومة إنضغاط الخرسانة . اي ان الخرسانة التي يدخل في  والذي Ca(OH)2ىيدروكسيدات الكالسيوم 

 (Alan, 2000)انتاجيا سمنت ذو نسبة ىيدروكسيد الكالسيوم اقل تكون اكثر صموداً بوجو الحريق . 
وفي دراسة اخرى تم اختبار تأثير درجات الحرارة العالية عمى الخرسانة الحاوية عمى الياف الحديد لنوعين من الخرسانة     

( . وقد وجد ان الخرسانة العالية الأداء تتأثر سمباً بشكل اكبر High Performance Concreteالعادية والعالية الأداء )
 الى درجات حرارة عالية .من الخرسانة العادية عند تعرضيا 

( فأن الخرسانة العالية الأداء اعطت مقاومة اكبر ضد Steel Filer% من الياف الحديد )1وقد وجد ايضاً انو بأضافة 
 (Sri Ravindrarjah et al. 2002)يما الى درجات حرارة عالية . التشقق من الخرسانة العادية عند تعرض

( Fly ashالك نقصاً في البحوث حول الخرسانة الحاوية عمى الرماد المتطاير )وفي بحث آخر بين الباحث ان ىن    
 ( والخرسانة العالية الأداء .Self – consolidated Concreteوالخرسانة الذاتية الرص )

د ( الى الخرسانة العالية الاداء تؤدي الى تحديPolypropylene Fiberوبين ايضاً ان إضافة الياف البولي بروبمين )
( . كما اشار الى امكانية تقوية الأعمدة الخرسانية المسمحة باستعمال انواع Spalling effectوتقميص اثر التشظي فييا )

 Koudur, 2014)( في مركز المقطع الخرساني . )Bent tiesمن الأطواق الحديدية )
نة العالية الاداء تؤدي الى زيادة مقاومتيا وفي دراسة اخرى بين الباحث ان اضافة الياف البولي بروبمين الى الخرسا    

( ووجد ان Spalling Behaviorsعند تعرضيا الى درجات حرارة عالية وتؤدي ايضاً الى نقصان في ظاىرة التشظي )
 الخرسانة الحاوية عمى نسبة سمنت اعمى تتأثر بالحرارة العالية بشكل اكبر كما بين انو كمما كانت الخرسانة جافة اكثر كمما

 (B. Toumi et al. 2009)يق اكبر وقمت احتمالية تشظييا . كانت مقاومتيا لمحر 
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درجة  800( عند تعرضيا الى درجة حرارة Steel Slagوفي دراسة تبين ان الخرسانة الحاوية عمى خبث الحديد )    
بر في خواصيا الميكانيكية مئوية اظيرت تمددات غير مستقرة ادت الى حدوث تشققات في الخرسانة مما ادى الى تردي اك

درجة مئوية تؤدي الى ان تكون اكثر  1000وبيــن الباحــث بأن اعـــادة تســـخين الخبـــث قبـــل اســـتعمالو لدرجـــة حــرارة 
 (Alexander et al. 2012)استقراراً . 

دىا بعد التسخين بواسطة الماء تتردى الدراسات وجد الباحث ان الخرسانة العالية الأداء والتي يتم تبري وفي احدى    
% ، كما أظيرت النتائج 25خواصيا الميكانيكية بشكل اكبر منيا عندما تبرد بشكل طبيعي الى درجة حرارة المختبر بنسبة 

يوماً ثم تم تعريضيا الى درجات حرارة عالية تكون نسبة الأنخفاض في  180ان الخرسانة التي تم غمرىا بالماء لمدة 
يم الخرسانة العالية الاداء . يوماً لذا يجب اخذ الأعتبار ليذا العامل عند تصم 28يا اكبر من المعالجة بالماء لمدة مقاومت

(R. V. Balendran et al. 2003) 
وفي دراسة اخرى تبين ان الفترة الزمنية لتسميط الحرارة عمى النماذج الخرسانية الخفيفة الوزن ليست مؤثرة كما تأثير     

( بدلًا من الركام Pumicدرجة حرارة القصوى التي تصميا وبين كذلك انو كمما زادت نسبة الزجاج البركاني الخفيف )
 (A. Ferhat and Rustem, 2004)لعادي قمت مقاومة الخرسانة . ا

( تبين Self-Compacted Concreteوفي دراسة عمى تأثير درجات الحرارة العالية عمى الخرسانة الذاتية الرص )    
ة لظاىرة التشظي بشكل اكبر . ان مقاومة انضغاطيا تنخفض بنسب اكبر منيا لمخرسانة العادية كما انيا معرض

(Kulkurni and S N patil, 2011) 
( Recycled Course agg. From waste Concreteوفي دراسة تبين ان استعمال الركام من بقايا الخرسانة )    

وبنسب مختمفة عند تعرضيا الى درجات حرارة عالية او عدم تعرضيا تبدي في كمتا الحالتين خواص جيدة كما تبين ان 
نت تعطي تحسن اكبر في اداء الخرسانة مقارنتاً بنسبة ( بدلًا من الاسمFly Ash% من الرماد المتطاير )10اضافة نسب 

اخرى ادت الى % من الرماد المتطاير الى الخرسانة بالركام المدور من بقايا خرسانة 10%. كما تبين ان اضافة 20
 ((Arundeb Gupta et al. 2012تحسن خواصيا . 

اىرة التشظي عند تعرضيا الى درجات حرارة عالية . كما بين باحث اخر ان اضافة الألياف تحسن مقاومة الخرسانة لظ    
كما بين ان ىنالك نقصان في مقاومة الخرسانة عند تعرضيا لدرجات حرارة عالية مع او بدون الألياف ولكن قوة المقاومة 

من التي تبرد  للمنماذج في كمتا الحالتين كانت اكبر مع الألياف وبين ايضاً ان النماذج المبردة بالماء تكون مقاومتيا اق
 (Rahol, 2014)بشكل طبيعي . 

 Highبيــــــن الباحـــــث ان ىنالك ســــــتة عوامـــــل تؤثـــــر عمـــــى مقاومـــــة الخرسانـــــة العاليــــــة الاداء ) فـــــــي دراسة اخرى    
Performance Concrete:عند تعرضيا الى درجات حرارة عالية وىي ) 

 ( .Relative Humidity of Curingالرطوبة النسبية اثناء معالجة الخرسانة ) -
 ( .Rate of Heatingتسارع التسخين او ارتفاع درجة حرارة النموذج ) -
 نسبة الماء الى الأسمنت . -
 نوع الركام )لايمستون ، ركام خفيف الوزن او خميط من الركام العادي والخفيف( -
  Polypropylene fibers) بروبمين ) نسبة الياف البولي -

 ( المسمحة والغير مسمحة الى درجات حرارة عالية وقد بين الباحث :Beamsوقد قام الباحث بتعريض نماذج من الجسور )
 * ان جميع نماذج الجسور لم تنيار بسبب التشظي وذلك لوجود الياف البولي بروبمين .
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الجسور غير المسمحة بموضوع التشظي ولكنيا كانت مؤثرة في نماذج الجسور  ( لم تؤثر عمىCuring* المعالجة بالماء )
 المسمحة .

 ( زادت من تشظي الجسور المسمحة والغير مسمحة .Heating rate* سرعة زيادة درجات الحرارة )
 .* التحميل المسبق يقمل من تشظي الجسور غير المسمحة ولكن في الجسور المسمحة وجد انو غير ذا تأثير 

 كانت النسبة المؤثرة في حدوث ظاىرة التشظي عنيا في النسب الاقل او الأكثر . 0.35* نسبة الماء للاسمنت مساوياً لـ 
 ( تعرضتLimestoneركام حجر الجير ) باستخدام في ىذه الدراسة التي تم اعدادىاالمسمحة  جسور الخرسانيةنماذج ال* 

 في تكوينيا عند تعرضيا لدرجات حرارة عالية خرى من الركام ببقية الجسور التي تم استخدام انواع ا مقارنتا لأنييارات قاسية
الخرسانة الخفيفة جيدة  كما اوضح انالباحث بعدم استعمال الركام العادي وباستعمال )الياف البولي بروبمين( .  وقد اوصى

 (Sullivan, 2001)عند تعرضيا لميب النيران .  لولا ان بعض الباحثين وجد استمرار التفجر المتشظي ليا
 – ASTMوفــي بحــــث حـــــول تأثيـــر درجـــــات الحرارة العالية عمى نوعين من حديد التسميح الأول حسب المواصفة )    

A36( والثاني عمى الحديد المسبق الجيد )Pre stressed Steel( )ASTM – A421 حيث تبين من نتائج الفحص )
( كانت قميمة تحت درجة حرارة Ultimate Strength( واقصى مقاومة )yield stressان الأنخفاض في الجيد المرن )

شكل ممحوض ولجميع النماذج . درجة مئوية ولكن بأرتفاع درجات الحرارة فأن مقاومتيا بدأت بالأنخفاض ب 371
(Kadhum, 2010) 

بعض الضوء لفيم سموك وخواص الخرسانة عند تعرضيا الى درجات حرارة إن جميع الدراسات اعلاه تعمل عمى القاء     
( Fire Designعالية وىو يعتبر امر ميم لمعمل عمى زيادة مقاومة الخرسانة ضد الحريق وتحسين التصميم الحراري )

الخرسانية المسمحة لكونيا للأبنية الخرسانية وخاصةً الأجزاء الرئيسية مثل الأعمدة والتي تعتبر جزء رئيسي من اليياكل 
( وتنقل الأحمال الى القواعد او الأسس لذا اي انييار يحدث ليذه Super Structureتسند جميع الأجزاء الخارجية )

 ( . Chain actionالأعمدة وخاصةً الرئيسية منيا تؤدي الى انييار جزئي او كمي لمبناء وربما بشكل تسمسمي )
عند درجة حرارة عالية ة لدرجات حرارة عالية لعدة مرات ة تعاقب تعرض المنشآت الخرسانيإن ىذا البحث ييدف لدراس    

او ابعاد النماذج  . وييدف ايضاً لدراسة تأثير حجم( وتأثير ذلك عمى مقاومة انضغاطيا  0م 400بحدودىا المتوسطة )
 الخرسانية المعرضة لدرجات الحرارة العالية عمى مقاومة انضغاطيا .

 العمميالجزء 
 المواد المستخدمة:

( عراقي المنشأ ، المخزن بصورة جيدة OPC( ، )Type I: تم استخدام السمنت البورتلاندي الأعتيادي ) الأسمنت -أ
( يبينان نتائج الفحوصات الفيزيائية والكيميائية لمسمنت وفق 2( و )1لمحفاظ عميو من تأثير الرطوبة والجدولان رقم )

 1984لسنة  5العراقية رقم ية المواصفات القياس
 

[ بوزن 16] 1984لسنة  45: تم استخدام رمل الأخيضر المطابق لممواصفات القياسية العراقية رقم  الركام الناعم -ب
( يبين التحميل المنخمي لمرمل الناعم المستخدم في الخمطة الخرسانية 3% . جدول رقم )1.5ومحتوى رطوبة  2.62نوعي 

 . (3)ضمن منطقة التدرج وتبين ان الرمل يقع 

 2.64بوزن نوعي  1984لسنة  45: تم استخدام حصى نيري مطابق لممواصفات العراقية رقم  الركام الخشن -ج
 ( نتائج فحص التدرج لمحصى .4% ، ويبين الجدول )0.45ومحتوى رطوبة 
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( يبين نتائج فحص الماء وفق 5: تم استعمال الماء الصالح لمشرب في الخمطة الخرسانية ، جدول رقم ) الماء -د
 . 1992لسنة  1073المواصفات القياسية العراقية 

 

 تحضير النماذج الخرسانية
نت بحدود ( ونسبة ماء سم1 : 1.5 : 3( وبنسبة )1 : 2 : 4تم خمط السمنت والرمل والحصى بنسبة خمط وزنية )    

ممم 50x150x15001ممم و100x100x100وتم رصيا ميكانيكيا في قوالب حديدية بأبعاد  0.55
. وتم إنضاجيا بغمرىا في  BS 1991 part 8.3 – 116ممم حسب المواصفات القياسية البريطانية 200x200x200و

يوماً اخرى لمحصول عمى  32طمق لمدة يوما ثم اخراجيا من احواض الانضاج وتركيا في اليواء ال 28الماء لغاية عمر 
 ( لحين الوصول الى الوزن الثابت .0م 105جفاف شبو تام . ثم تجفف لمدة يوم في فرن تجفيف )بدرجة حرارة 

 الأختبارات والنتائج
: تم في ىذا الجزء اختبار تأثير تعاقب حرق نماذج الخرسانة الأسمنتية وتبريدىا الى درجة حرارة المختبر.  الجزء الأول

 1 : 2 : 4ممم وبنسب خمط وزنية  100x100x100حيث تم تحضير احد عشر مجموعة من المكعبات الخرسانية بابعاد 
درجات مؤية  10خل فرن حراري ذا معدل تزايد حراري مقداره . تترك مجموعة واحدة ، ويتم ادخال العشرة مجاميع الباقية دا

وتترك عند ىذه الدرجة لمدة ساعة ثم يطفىء الفرن لتعود جميع  0م 400في الدقيقة. ثم يتم تسخينيا الى درجة حرارة 
السابقة ولمدة  المجاميع الى درجة حرارة المختبر وتسحب اول مجموعة منيا ثم يعاد تسخين بقية المجاميع الى نفس الدرجة

ساعة عند ىذه الدرجة ثم يعاد تبريدىا الى درجة حرارة المختبر وتسحب المجموعة الثانية لمفحص وىكذا حتى المجموعة 
 العاشرة .

( يبين قيم مقاومة 1( والشكل رقم )6بعد ذلك تم فحص جميع النماذج في جياز فحص مقاومة الأنضغاط والجدول رقم )   
ة حسب عدد دورات التسخين واعادة التبريد والنسبة المئوية لأنخفاض مقاومة الأنخفاض مقارنة الأنضغاط لكل مجموع

 بالمجموعة الاولى )المرجعية( التي لم تعرض الى درجة حرارة عالية .
 

: تم في ىذا الجزء اختبار تأثير ابعاد النماذج المعرضة لدرجات حرارة عالية عمى النسبة المئوية  الجزء الثاني 
ممم و  100x100x100لأنخفاض مقاومة انضغاطيا ، وليذا الغرض تم اخذ ثلاث مجاميع بأبعاد مختمفة 

150x150x150  200ممم وx200x200  اربعة مجاميع فرعية  وكل مجموعة تقسم الى 1 : 1.5 : 3ممم وبنسب خمط
 ىذه عمى التوالي في افران حرارية ترفع درجات حرارتيا الى 0م 750،  0م500،   0م 250تعرض الى درجات حرارة 

يثبت الفرن عمى ىذه الدرجة لمدة ساعة واحدة لتماثل فعل الحرائق الغير مباشرة عمييا وتترك المجموعة  حيثالدرجات 
النماذج ومعرفة مقادير مقاومة الأنضغاط لكل  فحصم تفحص ىذه النماذج بجياز الرابعة لكل حجم بدون تسخين ث

.( 3( ورقم )2والشكل رقم )( 7مجموعة ولكل درجة حرارة والنتائج موضحة في الجدول رقم )
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 :مناقشة النتائج
 : تأثير تعاقب دورات الحرق واعادة التبريد عمى مقاومة انضغاط الخرسانة : اولا 

( انخفــاض مقاومــة انضــغاط النمــاذج فــي الــدورة الاولــى مــن التســخين بنســبة 1( والشــكل رقــم )6الجــدول رقــم ) يلاحــظ مــن -أ
ذي يؤدي بدوره الى تغير ــــ( والPhysico – chemical% وىذا يعزى الى نتيجة التغير في الصفات الكيميافيزياوية )32.5

،  ( بــين الركــام والســمنتvolume changeالتغيــرات الحجميــة )خــواص الســمنت والركــام اضــافة الــى التفــاوت فــي مقــادير 
 .وبالتالي تردي خواصيا في السمنت والركام والذي يؤدي الى حدوث تشققات

( تتناسب طرديـاً مـع 0م400) لمحرق بدرجة حرارة يلاحظ ايضاً ان الأنخفاض في مقاومة الأنضغاط لمنماذج المعرضة  -ب
 الى درجة حرارة المختبر . ة التبريدلتسخين واعادتعاقب عدد دورات ا

% . اي بنسـبة 52.7الـدورة العاشـرة مـن تسـخين نفـس النمـوذج وصـل الـى  بعـدمقدار الانخفاض في مقاومة الأنضغاط  -ج
( . حيـث اظيـرت Fatigue% وىـذا يمكـن ايعـازه الـى فعـل مشـابو لفعـل اجيـادات الــــ )28.4زيادة عن الدورة الأولى بمقدار 

درجـــات الحـــرارة العاليــة تـــؤدي الـــى تغيــرات حجميـــة تنـــتج بــدورىا اجيـــادات تـــؤدي الــى حـــدوث تشـــققات شـــعرية  الدراســات ان
(Micro cracking( وشـروخ كبيـرة )Large Fractures ونتيجـة لأعـادة حـرق ىـذه النمـاذج تبـدأ الأجيـادات بـالتركز عنـد )

 . في تردي خواص الخرسانةبالتالي زيادة حافات التشققات والشروخ مما يؤدي الى زيادة اطواليا واتساعيا و 
تتعاقب عمييـا دورات الحـرارة  والتبريـد مثـل الغـرف الخرسـانية الخاصـة  ان الأبنية والأجزاء الخرسانية التي يتبين من ذلك    

رض لأكثـر بشكل مستمر كـذالك الابنيـة التـي تتعـ اربم عرضة لفقدان مقاومة جدرانيا بحرق النفايات والمداخن الحرارية تكون
الأجـزاء التـي تعرضـت لفعـل الحريـق  وتـدعيم عرضة للانييار بشـكل اكبـر لـذا يجـب إتخـاذ احتياطـات اكبـر وتقويـة من حريق

 بشكل جيد ومتين .  شكل مباشر او غير مباشر()ب
 

 انضغاطيا :: تأثير ابعاد او حجم النماذج الخرسانية المعرضة لدرجات حرارة عمييا عمى نسبة انخفاض مقاومة ثانياا 
( تـزداد النسـبة المئويـة للأنخفـاض C , B , A( ان جميع النماذج لممجـاميع )2( والشكل رقم )7يلاحظ من الجدول رقم ) -أ

بمثيلاتيـا التـي فحصـت بـدون تعريضـيا الـى درجـات  ت الحـرق فـي الفـرن الحـراري مقارنتـاً في مقاومة انضـغاطيا بزيـادة درجـا
%( عمـى التـوالي وىـذا يعـزى الـى 60% ، 71% ، 76الـى ) 0م 750نسبة عند درجة حـرارة حرارة عالية وتصل مثلًا ىذه ال

التغيرات المجيرية في التركيب البموري لمسمنت اضافة الى حدوث تشققات في حبيبات الركام الخشـن والتفـاوت فـي التغيـرات 
 انفصاليا عن الحصى . الحجمية بين الركام والسمنت والذي يؤدي الى حدوث تشققات في السمنت او الى 

( ان مقاومــة الأنضــغاط لمنمــاذج التــي تــم فحصــيا بــدون تعرضــيا لمحــرق تقــل بزيــادة ابعــاد 7لاحــظ مــن الجــدول رقــم )ي -ب
)حجــم( النمــاذج وىــذا قــد يعــزى الــى زيــادة نســبة الفراغــات والشــقوق المجيريــة التــي تنــتج نتيجــة لأجيــادات الــتقمص اثنــاء فتــرة 

 . (Confinement effectن درجة الحصر ) اضافة الى نقصا التصمب
( ان النســبة المئويــة للأنخفــاض فــي مقاومــة انضــغاط النمــاذج تقــل بزيــادة حجــم 3( والشــكل )7يلاحــظ مــن الجــدول رقــم ) -ج

فمــثلًا قمــت نســبة الانخفــاض فــي مقاومــة الانضــغاط عنــد النمــوذج ولجميــع درجــات الحــرارة التــي تــم اختبــار النمــاذج عمييــا . 
% لـنفس 20و 3ممـم 200والنمـاذج باحجـام  3ممـم 100% بـين النمـاذج باحجـام 40م بحـدود   5000و  250حـرارة درجـات 

قـد يعـزى بسـبب زيــادة عمـق النمـوذج الخرسـاني حيــث تعتبـر الخرسـانة مـادة رديئــة  وىــذا ،0م 750الاحجـام عنـد درجـة حـرارة 
 التوصيل الحراري نسبة لبقية المواد الأنشائية مثل الحديد . 
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و كمما زادت ابعاد النماذج المعرضة لدرجات حرارة عالية فان قيمـة حمـل الفشـل ليـا ( ان7يلاحظ ايضاً من الجدول رقم ) -د
, فمـثلا ة المختبـراو بدرجـة حـرار  منيـا من قيمة حمل الفشل لمنمـاذج الاصـغر والتـي تـم حرقيـا بـدرجات حـرارة اقـل تكون اكبر

عمى التـوالي كانـت اكبـر  0م 750و 0م 500ممم والتي تم حرقيا بدرجات حرارة  200و 150ان حمل الفشل لمنماذج بابعاد 
ممم والتي تم فحصيا بالضروف الاعتيادية ) درجة حرارة المختبر ( , عمـى ىـاذا يمكـن  100من حمل الفشل لمنماذج بابعاد 

التنبوء بان اي زيادة في ابعاد االمقاطع الرئيسـية لميياكـل الخرسـانية عـن التصـميم الأولـي ليـا تعطييـا مقاومـة لا يسـتيان بيـا 
السـطوح الميشـمة بواسـطة  سـمح كـذلك بمعالجتيـا بعـد ازالـةعند تعرضيا  لـدرجات حـرارة العاليـة وت وجو الحرائق اولمصمود ب

 .الخاصة بالحرائق( Resin Epoxyالراتنجات الحديثة )
 200 يـتم اعـدادىا بأبعـاد مختمفـة اكبـر واصـغر مـنعمـى نمـاذج خرسـانية  مستفيضةمما سبق اعلاه ينصح بأجراء دراسة    
د بوجـو ام نسبة مئوية من ابعاد النماذج لمصـمو  محددةزيادة  تكونلمعرفة ىل الزيادة في ابعاد النماذج الخرسانية وذلك  3ممم

 .  الحرائق
والتخصــر  يك لتعــرض النمــاذج الخرســانية لمتشــظوذلــ دراســاتفــي الحمــل الفشــل ولــيس اجيــاد الفشــل  باعتمــادكمــا يوصــى   

 .الى عدم دقة النتائج المستحصمة لقيم الاجيادات والمؤديةدرجات حرارة عالية بسبب الحرائق  نتيجة لتعرضيا الى
   

 الأستنتاجات 
مثــل الغــرف  نتيجــة لمحرائــق او غيرىــا لأكثــر مــن مــرةعمييــا عاليــة ال لتعاقــب دورات الحــرارة الأجــزاء الخرســانية المعرضــة -1

الحاويـة عمـى مـواد سـريعة الاشـتعال والتـي تتكـرر فييـا الابنيـة  الخرسانية الخاصـة بحـرق النفايـات والمـداخن الحراريـة وكـذالك
حتـى إن كـان  يق بشكل طردي مع تكـرار تعرضـيا لمحـرارةتنخفض مقاومة انضغاطيا وصمودىا ضد الحر  اشتعال الحرائق ،

 ( .0م 400بحدودىا المتوسطة )ذلك التعرض بدرجات حرارة عالية 
كمما كان ابعاد المقاطع في اليياكل الخرسانية اكبر كمما كان صمودىا بوجو الحرائق اكبر حيث بينت نتائج ىذا البحث  -2

ان نسبة الأنخفاض في مقاومة الأنضغاط لمخرسانة المعرضة لدرجات حرارة عالية اقـل كممـا كانـت ابعـاد ىـذه المقـاطع اكبـر 
 ليياكــل الخرســانية عــن التصــميم الأولــي ليــااي زيــادة فــي ابعــاد اجــزاء اعلاقــة عكســية بينيمــا . ويمكــن التنبــؤ بــأن اي ان ال

 تؤدي الى زيادة كبيرة في مقاومتيا وصمودىا ضد الحرائق. )اضافة الى الغطاء الخرساني لحديد التسميح  (
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 ( نتائج الفحوصات لمسمنت1جدول )

 حدود المواصفة العراقية النتائج نوع الفحص
 دقيقة 45لا يقل عن  82 وقت التماسك الابتدائي )دقيقة(
 ساعة 10لا يزيد عن  5.3 وقت التماسك النيائي )ساعة(

 230لا يقل عن  m2/Kg  300نعومة الأسمنت بطريقة بمين
 أيام 7بعمر  MPa 23لا يقل عن  MPa 42.1ايام  7تحمل الأنضغاط بعمر 

 %0.8لا يزيد عن  0.18 الأستطالة %
 

 

 الكيميائية لمسمنت( نتائج الفحوصات 2جدول )

 حدود المواصفة العراقية المحتوى )%( الرمز الكيميائي المركب الكيميائي
 - CaO 65.8 الكمس
 - SiO2 19.8 السميكا

 - Al2O3 4.77 الالومينا
 - Fe2O3 2.99 اوكسيد الحديد

 %5لا يزيد عن  MgO 1.89 المغنيسيا
 %2.8لا يزيد عن  SO3 2.6 الكبريتات
 %4لا يزيد عن  L.D.I. 3.8 في الحرقالفقدان 

 %1.5لا يزيد عن  I.R. 1.3 النواتج غير الذائبة
 L.S.F. 1.02 0.66 – 1.02 معامل الأشباع بالكمس
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 ( التحميل المنخمي لمرمل3جدول رقم )

حدود المواصفة العراقية )منطقة  النسبة المارة % (mmقياس المنخل )
 (3التدرج 

4.75 100 90 – 100 

2.36 87 85 – 100 

1.18 82 75 – 100 

0.6 68 60 – 79 

0.3 24 12 – 40 

0.15 7 0 – 10 

0.075 0 0 - 3 

 

 

 ( التحميل المنخمي لمركام الخشن4جدول )

 حدود المواصفة العراقية النسبة المارة % (mmقياس المنخل )

14 100 90 – 100 

9.5 60 50 – 85 

4.75 10 0 – 10 

2.36 0 0 - 5 

 

 ( فحوصات الماء5جدول )

 حدود المواصفة ممغم / لتر  الفحوصات المطموبة

 SO3 135 1000الكبريتات 

 500 65 الكموريدات

 ممغم / لتر 3000مجموع الايونات لا يتجاوز  450 الشوائب غير العضوية

 يجرى فحص المياه التي ليا لون ورائحة ممحوظة صالح لمشرب الشوائب العضوية
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   C0 400الى درجة حرارة والتبريد ( نتائج مقاومة الأنضغاط لمخرسانة المعرضة لتعاقب دورات التسخين 6جدول )

عدد دورات التسخين الى  المجموعة
والتبريد  0م444درجة حرارة 

 لدرجة حرارة المختبر

 مقاومة الأنضغاط 
 2نيوتن / مميمتر

النسبة المئوية للانخفاض 
 الأنضغاطفي مقاومة 

1 0 24.3 % 0 
2 1 16.4 % 32.5 
3 2 15.9 % 34.6 
4 3 15.6 % 35.8 
5 4 15.47 % 36.33 
6 5 15.04 % 38.00 
7 6 14.17 % 41.68 
8 7 13.78 % 43.30 
9 8 13.20 % 45.68 
10 9 12.78 % 47.41 
11 10 11.50 % 52.70 

 

 

                   

 مقاومة انضغاط النماذج وعدد دورات التسخين( العلاقة بين 1شكل )
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 ( نتائج الأختبارات عمى العينات بأحجام مختمفة7جدول رقم )

 المجموعة 
 ابعاد النموذج

مقاومة الأنضغاط 
بدرجة حرارة 

  25C0المختبر 
N /mm2 

 

 مقاومة
 بدرجة الأنضغاط

  250C0حرارة 
 N /mm2 

 

النسبة المئوية 
للأنخفاض في مقاومة 
الأنضغاط بدرجة حرارة 

250C0 N/mm2 

 مقاومة
 الأنضغاط

حرارة  بدرجة
500C0  

 N /mm2 

 

النسبة المئوية 
للأنخفاض في مقاومة 
الأنضغاط بدرجة حرارة 

500C0 N/mm2 

 مقاومة
 الأنضغاط

حرارة  بدرجة
750C0  

 N /mm2 

 

النسبة المئوية 
للأنخفاض في مقاومة 
الأنضغاط بدرجة حرارة 

750C0 N/mm2 

A 
100x100x100mm 

 
32 

 
24.8 

22.5 % 
 

 
15.10 

52.8%  
7.7 

76% 

B 
150x150x150mm 

 
28.5 

  
23.0 

19%  
 16.80 

41%  
8.3 

71% 

C 
200x200x200mm 

 
26.0 

  
22.6 

3%1  
17.70 

32%  
10.4 

60% 

 

 

 

 

 

 حمل الفشل

320 KN 

 

641 KN 

1040 KN 

 

 حمل الفشل

248 KN 

 

517 KN 

904 KN 

 

 حمل الفشل

 حمل الفشل

151 KN 

 

378 KN 

 

708 KN 

 

77 KN 

 

187 KN 

 

416 KN 
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 حسب احجامها الحرارة للنماذج النسبة المئوية لأنخفاض مقاومة الانضغاط ودرجات ( : العلاقة بين2شكل )

 (:العلاقة بين النسبة المئوية لأنخفاض مقاومة الانضغاط وحجم النماذج حسب درجات الحرارة المسلطة3شكل )
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ABSTRACT 

In this research, the possibility of using waste wooden materials (reed and sawdust) was 

studied to produce sustainable and thermal insulation lightweight building units , which has 

economic and environmental advantages. This study is intended to produce light weight 

building units with low thermal conductivity, so it can be used as partitions to improve the 

thermal insulation in buildings. Waste wooden materials were used as a partial replacement of 

natural sand, in different percentages (10, 20, 30, and 40) % . The mix proportions were (1:2.5) 

(cement: fine aggregate) with w/c of 0.4. The values of 22 days oven dry density ranged 

between (2060-1693) kg/m
3
.The thermal conductivity decreased from (0.745 to 0.222) W/m. K 

.The percentages of decrease in 28 days compressive strength were (30.8, 36.8, 50 and 56.4) % 

.The flexural strength increased at low replacement of reed and sawdust content, and then it 

decreases with the increase of reed and sawdust content. At the end of the work, building units 

were produced from selected mix (natural sand with 30 % reed and sawdust) (MS30) .Two 

types of brick units were produced; the first type without coating reed or sawdust and the 

second type was coated with bituminous emulsion. The coating with bituminous emulsion 

increased the compressive by about (20.3) % and the water absorption was reduced by about 

(30.4) %. Efflorescence was almost negligible for both types of bricks. 

Key words: reed, sawdust , thermal conductivity, cementitious building units 

 دراسة إمكانية الاستفادة من استخذام القصب ونشارة الخشب كمخلفات لانتاج وحذات بنائية

 
        كزار محمود اسيل. م                                                                                صالح احمد شاكر . د. أ

والانشاءات البناء قسم                                                                                           المدنٌة الهندسة قسم         

/ الهندسة كلٌة الهندسة كلٌة /   ٌةالتكنولوج الجامعة                                                                    بغداد جامعة               

 

 الخلاصة
مستدامة وحدات بنائٌة تم فً هذا البحث دراسة إمكانٌة الاستفادة من المخلفات الخشبٌة )قصب ونشارة الخشب( لانتاج 

تهدف إلى إنتاج وحدات بنائٌة  هذه الدراسة  وعازلة للحرارة وخفٌفة الوزن والتً لها العدٌد من الفوائد الاقتصادٌة والبٌئٌة. 
استخدام خفٌفة الوزن مع توصٌل حراري واطئ لكً ٌتم استخدامها فً القواطع لتحسٌن العزل الحراري للابنٌة. تم 

حٌث تم استخدام نسب .%  ( 40 , 30,  20, 10ً من الركام الناعم وبنسب مختلفة )المخلفات الخشبٌة كتعوٌض جزئ
ٌوم  28قٌم الكثافة المجففة بالفرن بعمر .  0 4. ( ) سمنت : الركام الناعم ( و  نسبة ماء الى السمنت 2.5:1خلط )

 .3( كغم /م2060-1693تراوحت بٌن )

mailto:professorshakir@uotechnology.edu.iq
mailto:aseelkzar_89@yahoo.com
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إستخدام القصب والنشارة ساهم فً تقلٌل الموصولٌة الحرارٌة وبذلك زٌادة العزل الحراري بصورة جٌدة فقد تناقصت  
, 30ٌوم كان ) 28. النقصان فً مقاومة الانضغاط بعمر واط / م. كلفن  ( 0.222الى  0.745وصولٌة الحرارٌة من ) مال

الاستبدال الواطئة للقصب ونشارة الخشب ومن ثم بدأت بالتناقص مع (% . قٌم معاٌر الكسر زادت عند نسب  56, 50, 36
فً نهاٌة العمل تم إنتاج وحدات بنائٌة من خلطات مختارة وهً ) الرمل الطبٌعً مع نسبة  زٌادة محتوى النشارة والقصب.

بمادة مانعة للرطوبة % قصب ونشارة (  , تم إنتاج نوعٌن من الطابوق النوع الاول بدون طلاء القصب او النشارة  30
اسرخذاو انًسرذهة انقٛر٘ ادٖ إنٗ زٚادج  .ذى طلاء انقصة ٔانُشارِ تًادج ياَعّ نهرطٕتّ ْٔٙ يسرذهة قٛر٘  والنوع الثانً

أيا انرسْر فقذ كاٌ شثح يعذٔو نكلا انُٕعٍٛ يٍ  ,%  30.4% ٔقهم الايرصاص تًقذار  20.3تًقذار يقأيح الاَضغاط 

 .انطاتٕق

 راتطح  تُائٛح ٔدذاخ ,يٕصٕنٛح درارٚح  ,َشارج خشة   ,قصة :  يسيةالرئالكلمات 

 

INTRODUCTION .1 

Iraq is located in the semitropical region which dominated by the semi-desert climate, where the 

summer season continuous for long period. Sun shines for more than 12 hours / day, which has a 

significant impact on the buildings. Temperature differences between the inside and the outside 

of the building are very high. Therefore the need for using air – conditioning became necessary to 

obtain the suitable temperature inside the building. Air – conditioners represent a fundamental 

load on the consumed electrical power ; statistics indicate that using air-conditioners represent 

(70%) of the entire electric power consumed
 
,Al-Hadithi,1975 and ESCAWA , 2005.The 

acceleration of social and urban renaissance in Iraq  led to an increase in the number of houses 

built ; they increased in Baghdad city over the last three decades from 352870 in (1977) to 

611022 in( 2007) the ratio of increment was 73.2 % , while in whole Iraq , they increased from 

470942 to 2391262 for the same period and the increment ratio was 62.6 %.This led to increasing 

the amount of produced energy to each person from 403.8 kw – hour /person in (1977) to 1115 

kw- hour/ person in(2007),Central Bureau of Statistic, 2007. In 2014, there is a continues 

increase in buildings with time, which will have a great effect on economy. For reducing the load 

on electrical power generation, should taking into the account using thermal insulator materials 

inside the building. These materials have a low thermal conductivity to reduce the amount of heat 

passes through ceilings and Walls. This Keeps the building in suitable Temperature, without the 

need of using air – conditioning for a long period,
 
Rofa, 2011. Many countries edited codes to 

make the use of thermal insulation mandatory in buildings. It was noticed from the previous 

researches that using thermal insulation in building reduces the consumed electricity by (30 – 40) 

%. Thermal insulation in buildings can be achieved by using materials with thermal insulation             

characteristics which include low density and high porosity. 

The main criterion for the selection of thermal insulation materials is to have a low thermal 

conductivity, in addition to other properties such as their durability and endurance; it also prefers 

to have the capacity to absorb the sounds and vibrations 

 

Taoukil et al, 2011, studied the thermal properties of a concrete lightened by wood aggregates 

from waste products of the carpentry work .They made a comparison between the properties of 

concretes lightened by sawdust and by wood shavings. They found that at equal mass percentage 

of wood aggregates, the concretes made from shavings present better thermal insulation than 

those obtained from sawdust.  
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Dawood, 2010, investigated the thermal conductivity of sawdust of different densities, 

(100,150,200,250) kg/m
3
 without using a binder, then he studied the same densities of sawdust 

with binder (white glue) at different ratios (10, 25, 40) % from the weight of sample for each 

density. He found that the lowest thermal conductivity was 0.18W/m.K at a density of (100 

kg/m
3
) without a binder. While the highest value of thermal conductivity was 0.285 W/m.K at a 

density of (250kg/m
3
) with 40% binder. 

Saaed, 2013, treated sawdust before being used as an aggregate for making sawdust concrete. 

The treatment included boiling the sawdust in water containing hydrated lime in order to 

dissolve all soluble organic components.  He used waterproofing materials to reduce water 

absorption of sawdust. Two types of waterproofing materials were used (cutback asphalt and 

classic varnish). The properties of sawdust concrete were highly improved; the increase of 

compressive strength was up to 50% for Moderate sawdust ratios. Flexural strength also 

increased; water absorption and thermal conductivity were highly reduced. 

Al-Ubaidi,
 
2002, studied the properties of reed in concrete; she used two types of reeds 

(shredded reed of 4 cm length and sliced reed of 2 cm length) as coarse aggregate in different 

percentages (10, 20, 30 and 40) % by volume of total mix. The properties of 4 cm length 

shredded reed  show better results than 2 cm length sliced reed  .The 28 days air density was 

between (1360-1890)kg/m
3 

for the 4cm shredded reed, while for 2 cm sliced reed ,the density 

was between(1302-1850)kg/m
3
. Using reed as a coarse aggregate in concrete reduces the 28-

days compressive strength from 24 to 0.4 MPa for shredded reed and 11.7 to 0.16 MPa for 

sliced reed. The thermal conductivity values were between (1.36-0.765) W/m.K for shredded 

reed and between (1.05-0.57) W/m.K for sliced reed. 

Adullatif, 2009, investigated the durability of reed in cement media; he used (epoxy, SBR, 

PVD and liquid mastic) coatings to reduce the absorption of water and (sodium chloride, 

sodium sulfates and sodium nitrite) to reduce the alkaline of concrete. He  found that epoxy 

paint is the best coating ; it reduced the absorption from 70 % to 26 % , while the liquid mastic 

reduced it by 30 % the reduction in SBR and PVA were (46.23, 52.15 ), respectively. The 

results of splitting and modulus of elasticity after immersion in lime for 90 days indicates that 

epoxy coating gives the highest splitting strength , but not higher than the reference mix (reed 

without coating and chemical treatment ); the results also indicate that the treatment with 

sodium chloride is better than sodium nitrite and sodium sulfate. 

 
2. MATERIALS 

The materials used in this research are: 

2.1 Cement  

Ordinary Portland cement produced by Mass cement Factory was used in this work. It was 

stored in a dry and shaded place to avoid exposure to the atmospheric conditions like humidity. 

The chemical properties of the cement are shown in Tables 1; results show that the adopted 

cement conforms to the Iraqi specification No.5/1984. 

2.2 Natural Sand 

Natural sand from Al – Ekhadir region was used through this work. The grading , physical and 

chemical properties. Table 2& 3 show the grading, chemical and physical properties of sand 

indicate that the used sand conforms to the Iraqi specification No.45/1984. 
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2.3 Sawdust 

Sawdust was used as a partial replacement of fine aggregate to offer thermal insulation. It was 

brought from carpentry workshop, as shown in Fig. 1.  

 

2.4 Reed 

Local reeds from different river banks in Baghdad region are used in this work as shown in Fig.2. 

The reed crushed by a small hammer and cut with scissors to small particles as shown in Fig. 3. 

 

2.5 High Range Water Reducers Admixtures 

The superplactizer used was Top Flow (SP 603), (Type F). It is a liquid admixture without any 

chloride content, basically consists of (Naphthalene Sulphonate ) with other admixtures to 

produce high strength concrete , the products is designed to reduce the quantity of water without 

affecting on the initial setting time of the mix.  

3. PRETREATMENT OF REED AND SAWDSUT 

The pretreatment procedures for reed and sawdust used in this study and which are also used by 

other studies:  

1- The reed and sawdust was washed under running water, to remove the barks and ash. 

2- The reed or sawdust was soaked in boiling water; lime was added to the boiling water of about 

20 % from the weight of reed or sawdust for an hour to reduce the harmful soluble carbohydrates, 

tannins, waxes and resins in wood. 

3- The reed or sawdust removed from the boiling water and exposed to the atmosphere for 2 days 

to be air dried. 

4- Before using the reed or sawdust, it was soaked in water with salt of about 10 gm/L, to protect 

the reed and sawdust from fungi.  

 

4. THE EXPERIMENTAL PROGRAM 

The experimental program consists of using reference mix of proportion (1:2.5) by weight 

(cement: fine aggregate), the cement used was about 550 kg/m
3
 and sawdust and reed were used 

together  in different percentages (10,20, 30 and 40) %   as a partial replacement from the volume 

of fine aggregate. The (w/c) ratio is adjusted to produce mixes with a flow of 100+10 mm, 

several trail mixes were done in order to determine the suitable dosage of superplacrizer for each 

mix to maintain the determined flow. The details of mix designations are shown in Table 4. All 

the tests were done at University of Baghdad laboratory, expect the thermal conductivity test was 

done at Building Research Directorate / Ministry of Science and Technology. 

 

4.1. Mixing Procedure  

According to ASTM 305-99, the following sequences used for mixing sand and fine brick 

aggregate mortars: 

1- Reed and sawdust were added gradually to the fine aggregate and mixed together properly 

until they formerly distributed through the fine aggregate. 

2- Cement was mixed with the fine aggregate until they are thoroughly blended. 
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3- The superplacticizer was added to the mixing water, and squeezed in the graduated cylinder to 

ensure that the superplactizer spread homogeneously through water.  

4- The water and superplactizer was added to the mass and mix until the mixture is     

homogenous in appearance and has the desired consistency.  

 

4.2. Casting and Compaction 

After mixing, the mix was poured immediately into the molds by means of scoop, and was 

compacted in one layer by vibrating table. The top surface was trowelled to obtain smooth 

surface. 

 

4.3. Curing 

After casting, the specimens were covered by nylon sheets to prevent the evaporation of water 

from the surface for (24+2) hours. After that period, the specimens were demolded and cured in 

water until the age of testing. All specimens were cured in water until the age of testing except 

the length change specimens were cured in water for seven days and then they were kept in a dry 

place inside the laboratory. The laboratory temperature was about 25-30 
0
C. 

 

4.4 Hardened Tests 

4.4.1 28 Days Oven Dry Density 

The oven dry density was conducted in accordance with B.S EN12390-7: 2009,
 
on (50 mm) 

cubes. The specimens were cured until the age of 28 days. After that, the specimens were dried in 

ventilated oven at 105 + 5 
0
C until constant mass is achieved. Then the specimen was cool near 

room temperature. The density is calculated as follows: 

Ƥ = m / v 

Where: 

Ƥ: oven dry density (kg/m
3
). 

m:the mass of oven dry specimen (kg). 

v: the volume of specimen calculated from its dimensions (m
3
). 

 

4.4.2 Compressive Strength Test 

Compressive strength test was conducted on a (50) mm cubes according to ASTM C 109C 

109/C 109M – 02, by using 650 KN capacity, digital testing Machine. The test was conducted at 

ages of (7, 28 and 90) days .The average of three specimens were adopted at each age. The 

compressive strength computed as follows: 

Fcu = P / A 

Where  

Fcu : compressive strength (N/mm
2
). 

P: The applied load (N). 

A: The surface area of the cube (mm). 

 

 4.4.3 Flexural Strength Test  
The flexural strength was conducted by using (160x40x40) mm prisms according to ASTM C 

348-02.The prisms were subjected to single point loading. The specimens were tested at ages of 
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(7, 28 and 90) days. The average of three specimens was tested at each age. The flexural strength 

was tested by using 650 KN capacity tester machine. The following equation was used to 

estimate the flexural strength, where the failure occurred in the middle point: 

Sf = 0.0028p 

Where: 

SF: flexural strength, MPa. 

P:  total maximum load, N.  

 

4.4.4 Thermal Conductivity Test 

The thermal conductivity conducted using wood moulds of (300x300x50) mm was tested in 

accordance with ASTM C177.The type of thermal conductivity apparatus is (Linseis HFM 300) 

It is made in Germany and is shown in figure (3.10) .It is used to measure the thermal 

conductivity and overall coefficient of heat transfer (U-value). The test sample is placed between 

plates, operating the apparatus until the thermal equilibrium happens. The time taken to reach the 

thermal equilibrium depends on the type of material, thickness and the temperature difference 

between the upper and lower plate. The specimens should be completely dry. 

 

 

5. RESULTS AND DISSCUSIONS 

 

5.1 The 28 Days Oven Dry Density 

The 28 days oven dry densities of natural sand mixes are shown in Table 5 and Fig. 4.The results 

indicate that the 28 days oven dry densities decrease with the increase in reed and sawdust 

content. This is due to low density, and high porosity of reed and sawdust; this will contribute in 

producing air voids inside the structure of the matrix, and hence reducing the density. At 28, days 

the oven dry density for sand mixes ranged between (1976 – 1693) kg/m
3
 for (10, 20, 30 and 40) 

% of reed and sawdust content respectively, and 2060 kg/m
3
 for the reference mix. The 

percentages of decrease in unit weight compared with reference mix were (4.07, 7.57, 11.4 and 

17.8) %, respectively. 

 

5.2 Compressive Strength 

The compressive strength test results of natural sand mixes are shown in Table 6 .The 

compressive strength of all cubic specimens decreases with the increase in sawdust and reed 

content. This is due to the inclusion of reed and sawdust to the matrix, which considered weak 

when compared with natural sand aggregates. The strength development with time of natural 

sand mixes are shown in Fig. 5. Fig. 6 shows a relationship between the 28 days compressive 

strength and oven dry density for sand mixes. It is indicated that the density is a major factor 

affecting on compressive strength. 

5.3 Flexural Strength   

The flexural strength test results are shown in Table 7 .The results show an increase in flexural 

strength for (MS10, MS20) mixes by about (26, 30) %, respectively compared with the reference 
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mix. Then the flexural strength decrease with the increase of reed and sawdust content for 

(MS30, MS40) mixes. Fig. 7 shows the effect of reed and sawdust content on the 28 days flexural 

strength. The decrease in flexural strength with the increase in reed and sawdust content it is 

attributed to the increase of air voids content and is due to non homogeneity of the matrix; also 

the cement paste – aggregate bond becomes weaker. The development of flexural strength with 

time is shown in Fig. 8. Most of the flexural strength is gained at 28 days then the rate of 

increment decreases with time. This is because of the rate of hydration and the properties of reed 

and sawdust, which are affected when exposed to water for long period.  

5.4 Thermal Conductivity 

The main purpose for producing such a type of light weight mortar is to improve the thermal 

insulation. Table 8 and Fig. 9 show the thermal conductivity test results .it is found that when 

reed and sawdust content increases, the thermal conductivity decreases compared with the 

reference mix and hence the thermal insulation is improved. Reed and sawdust are classified as 

fibrous insulating materials; they have a high porosity, which can be considered as hollow bodies 

filled with gases that can resist the heat flow. They have good thermal insulation and 

characterized by their lightness. The range of thermal conductivity for natural sand mixes at the 

sawdust content %, by volume) respectively, compared with 0.745 for reference age of 28 days is 

between (0.222-0.524) W/m.K for 10% to 40% (reed and sawdust content %, by volume). 

5.5 Thermal Insulation Building Units 

From the previous discussion of the results, it is intended to select the suitable mixes to produce 

building units. They can be used in multiple applications, due to their low weight and good 

thermal insulation, such as boards, panels and building units. 

 Several considerations were taken when choosing the optimization mix, such as the thermal 

conductivity and compressive strength. It was decided to select MS30 mixes to produce bricks. 

Table 9 summarizes the tests results of bricks units for MS30 mix. The produced products with 

dimensions of (240x120x55) mm as shown in Fig. 10. 

 

5.5.1 Test Results for Thermal Insulating Bricks 

 

5.5.1.1 Compressive Strength 

Table 9 shows the compressive strength results of bricks. The compressive strength for MS30 

without coating was (19.3) MPa. The compressive strength with coating was (24.1) MPa 

According to IQS 25 /1988 the two types of bricks can be classified as (class A) brick. 

 

5.5.1.2 Water Absorption 

The results for water absorption are listed in Table 9 .Reed and sawdust has high water 

absorption. According to IQS 25/1988
(13)

, the max water absorption is 24 %. The absorption is 

reduced by coating the sawdust and reed with bituminous emulsion. For bricks made with natural 

sand without coating the absorption was 16.4%, while with coating it was 11.6% .The reduction 

in absorption is 29.2%. 
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5.5.1.3 Efflorescence 

Table 9 shows that bricks made with sand were with almost negligible efflorescence, while the 

building units made with fine brick aggregate were with very light efflorescence of 5% from the 

total area of faces of bricks .  

6. CONCLUSIONS  

 1- It is possible to produce aggregate from reed and sawdust of different grading to be used in 

producing lightweight mortar. Local waste materials such as reed and sawdust can be used in 

construction after pretreatment. The reusing of waste materials in concrete helps in reducing the 

disposing of waste materials, and thus will preserve the environment. 

2-The inclusion of sawdust and reed in mortar decreased the compressive strength significantly. 

The percentage of decrease at 28 days was (30.8, 36.8, 50 and 56.4) % for (10, 20, 30 and 40) % 

reed and sawdust content as a replacement by volume of natural sand, respectively. 

3-The flexural strength increased for 10 and 20 % reed and sawdust content while using higher 

percentages of replacement (30 and 40) % sawdust and reed content causes a reduction in flexural 

strength up to (8.3, 23.4) %. 

4- The addition of reed and sawdust reduced the thermal conductivity of the mixes by about 

(0.524, 0.410, 0.334 and 0.222) W/m.K compared with (0.745) W/m.K the thermal conductivity 

of reference mix of natural sand mixes. 

5- Two types of bricks (240x120x50) mm without bituminous emulsion coating and with coating 

were produced. The compressive strength of natural sand mixes with and without coating were 

(24.1, 19.2) MPa, respectively.  It can be concluded that using recycled materials (reed, sawdust) 

provide good thermal insulation and could be used as building units to construct partitions in 

framed structure. 
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 ,ٙيجهس  –ذقرٚر يٍ يُشٕراخ يركس تذٕز انثُاء  , ح, دساتاخ الاشعّ انشًسّٛ عهٗ سطٕح الات1795ُٛعثذ الانّ انذذٚص

 .انثذس انعهًٙ انعراقٙ

 

 9انًجهذ  ,يجهح جايعح كرتلاء انعهًٛح ,ذذسٍٛ دًٕٚيح انقصة فٙ انٕسظ انسًُد ,2007,عادل يذًٕد عثذ انهطٛف .د, 

 .1انعذد

  انهجُح الاقرصادٚح ٔالاجرًاعٛح نغرتٙ اسٛا, يلايخ قطرّٚ ٔاقهًّٛٛ نًؤشراخ انرًُٛح انًسرذايح نقطاعاخ يخرارج فٙ يُطقح

 .2005كإٌَ الأل  21/ قطاع انطاقح, َٕٕٛٚرك, الايى انًرذذج, الاسكٕا 

 

  ٙٔزارج انرخطٛظ ٔانرعأٌ الاًَائٙ / 1799,2009انًجًٕعح الادصائّٛ انسُّٕٚ / نهسُٕاخ  –انجٓاز انًركس٘ الادصائ 

 انعراق .

 ,عازنح انذرارج إنٗ انخرساَح انًسرخذيح فٙ انثُاء عهٗ انًٕصهٛح   ذأشٛر إضافح دثٛثاخ, 2011 فارٔق يٕسٗ رٔفا
 . 2,ص  24يجهح انرقُٙ ,انعذد  ,انذرارٚح ٔيقأيح الاَضغاط 

 

 25انعذد  -نًجًٕعح الادصائّٛ نًُطقح انهجُح الاقرصادٚح ٔالاجرًاعٛح نغرتٙ اسٛاا . 

 

 14دراسح عًهٛح نذساب انًٕصٕنّٛ انذرارٚح نُشارج انخشة", يجهح انُٓذسّ ٔانرًُّٛ, انًجهذ  "2010 ٔد,ْٛصى كايم دا ,

 .1انعذد 

 انعراق,انجٓاز انًركس٘ نهرقٛٛس ٔانسٛطرج انُٕعٛح,انسًُد انثٕرذلاَذ٘,5/1724و ق ع. 

 

  انًركس٘ نهرقٛٛس ٔانسٛطرج انجٓاز ,ركاو انًصادر انطثٛعٛح انًسرعًم فٙ انخرساَح ٔانثُاء ,45/1724ق ع و و

  .انعراق,انُٕعٛح

 

  انجٓاز انًركس٘ نهرقٛٛس ٔانسٛطرج انُٕعٛح ,انطاتٕق انًصُٕع يٍ انطٍٛ  1722 / 25و ق ع . 
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Table 1. Chemical composition and main compounds of ordinary Portland cement used in 

this research. 

Oxide composition Abbreviation Content % Limits of Iraqi 

specification  

No.5/1984 

Lime CaO 61 - 

silica SiO2 19.84 - 

Alumina Al2O3 5.28 - 

Iron oxide Fe2O3 4.2 - 

Magnesia  MgO 2.48 5.0% max 

Sulfate  SO3 2.49 2.8% max  

 if C3A > 5 

Loss on ignition L.O.I 3.8 4 % max 

Insoluble residue I.R 1.13 1.5 % max 

Lime saturation factor L.S.F 0.92 0.66-1.02 

Main compounds (Bogue’s equations).
 

Triccalcium silicate  C3S 48.97 - 

Dicalcium silicate C2S 20.01 - 

Tricalcium aluminate  C3A 6.88 - 

Tetracalcium Alumino -ferrite C4AF 12.78 - 
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Table 2. Sieve analysis of natural sand. 

Sieve size (mm) 

 

Cumulative passing % 

 

Limits of Iraqi 

specification No.45/1984 

(cumulative passing %( 

zone 2) 

10 100 100 

4.75 94 90-100 

2.36 79.4 75-100 

1.18 65.4 55-90 

0.6 51.5 35-59 

0.3 19 8-30 

0.15 3.7 0-10 

 

Table 3. Physical and chemical properties of natural sand. 

Properties  Test results Limits of Iraqi specification 

No.45/1984 

Specific gravity 2.7 - 

Absorption % 1.66 - 

Dry rodded unit 

weight kg/m
3
 

1550 - 

Fineness modulus  2.81 - 

sulfate content  0.25 0.5 (max value) 
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Table 4. Details of mix designation of sand mixes. 

 

Series 

No 

Details Mix 

designation 

Reed and sawdust 

content as a partial 

replacement of 

natural sand, by 

volume % 

HRWRA % 

by weight of 

cement 

Cement  
Kg/m3 

Natural 
sand  
Kg/m3 

1 

 

 

 

 

 

Natural 

Sand 

mixes 

MS0 

 

- 1 550 1375 

2 

 

MS10 5reed+5sawdust 

 

1 550 1239 

3 MS20 

 

10 reed+10 sawdust 1.2 550 1101 

4 MS30 

 

15 reed+15 sawdust 1.35 550 964 

5 MS40 

 

20 reed+20 sawdust 1.4 550 826 

 

Table 5. The 28 days oven dry density for reference mix and various types of mixes. 

Details Mix 

designation 

Reed and 

sawdust 

content % 

Fresh 

density 

kg/m
3
 

28 days oven dry 

density kg/m
3
 

 

 

 

Natural 

Sand 

mixes 

 

 

 

MS0 

 

- 2242 2060 

MS10 

 

5 reed+5 

sawdust 

2218 1976 

MS20 

 

10 reed+10 

sawdust 

2186 1904 

MS30 

 

15 reed+15 

sawdust 

2140 1824 

MS40 20 reed +20 

sawdust 

2090 1693 
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 Table 6. Compressive strength test results for reference mixes and various types of mixes. 

Details Mix 

designatio

n 

Reed and 

sawdust 

content % 

Compressive strength MPa 

At different ages 

7days 28days 90days 

 

 

 

 

Sand 

mixes 

MS0 

 

- 32.02 40.00 45.00 

 

MS10 

5 reed+5 

sawdust 

21.12 27.68 35.13 

 

MS20 

10 reed+10 

sawdust 

16.12 25.28 31.66 

MS30 15 reed+15 

sawdust 

13.96 20.84 29.5 

MS40 20 reed +20 

sawdust 

11.62 17.44 25.76 

 

 

 

 Table 7. Flexural strength test results of reference mixes and various types of mixes. 

 Details Mix 

designation 

Reed and sawdust 

content % 

Flexural strength MPa at different 

ages 

 

7days 28days 90days 

 

 

 

 

Sand 

mixes 

MS0 - 

 

4..05 4.32 4.97 

MS10 5 reed+5 sawdust 4.13 5.21 5.52 

MS20 10 reed+10 

sawdust 

5.10 5.44 5.96 

MS30 15 reed+15 

sawdust 

3.24 3.96 4.36 

MS40 20 reed +20 

sawdust 

2.88 3.50 3.85 
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Table 8. The Thermal conductivity test results and 28 days oven dry density of reference 

mixes and various types of mixes. 

Details Mix 

designation 

Reed and 

sawdust content 

% 

28 days oven 

dry density 

kg/m
3 

Thermal 

conductivity 

W/m.K 

 

 

 

Natural 

Sand mixes 

 

MS0 - 

 

2060 0.745 

MS10 5 reed+5 

sawdust 

   1976 

 

0.524 

MS20 10 reed+10 

sawdust 

1904 0.410 

MS30 15 reed+15 

sawdust 

1824 0.334 

MS40 20 reed +20 

sawdust 

1704 0.222 

 

 

Table 9. The mechanical and physical properties of building units. 

  

Test 

 

MS30 

without 

coating 

MS30 

with 

coating 

LIMITS OF IQS 25 /1988  

Limitations for 10 

bricks  

Limitations for one 

brick 

Class A Class B Class A  Class B 

Average 

compressive 

strength (MPa) 

19.6 24.1 

 

Min 18 Min 13 Min 16  Min 11 

 

Average 

absorption 

16.4 11.4 Max 20 % Max 24 % Max 22 

% 

Max 26 

% 

Efflorescence  Very 

light 

Very 

light 

          Class A : Light  

        Class B : Moderate 
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Figure 1. Sawdust particles.  

 

  Figure 2. Reed.  

 

Figure 3. Reed particles. 
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Figure 4. The 28 days oven dry density of natural sand mixes with various 

percentages of replacement of reed and sawdust. 

 

 

Figure 5.Effect of reed and sawdust content on the compressive strength of natural 

sand mixes at different ages. 
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Figure 6. Effect of various percentages of  reed and sawdust content on the 28 days 

compressive strength. 

 

Figure 7. Effect of various percentages of reed and sawdust content on the 28 days flexural 

strength. 
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Figure 8. Relationship between the age of test and the flexural strength of natural sand mixes. 

 

Figure 9.Effect of various reed and sawdust content on the thermal conductivity of natural sand 

mixes. 
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Figure 10. Brick units. 
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Predicting Crop Coefficient Values of Cucumber (Cucumis sativus) inside 

Greenhouse 

                       Ahmed Abied Hamaza                                                       Asst. Prof.  Sabah Anwer Almasraf 

                           Graduate Student                                                       Department of Water Resources Engineering 

                       College of Engineering                                                         College of Engineering 

                       University of Baghdad                                                         University of Baghdad  

E-mail:albabele.ahmed@yahoo.com                         E-mail: Sabah_dawood@yahoo.com 

ABSTRACT 

The objective of the study was to predict crop coefficient (Kc) values for cucumber inside the 

greenhouse during the growing season 2014, using watermarks gypsum blocks and atmometer 

apparatus during the growing stages and to compare the predicted values of the crop coefficient 

with different methods and approaches. The study was conducted in the greenhouses field within 

Al-Mahawil Township, 70 km south of Baghdad, Iraq. The watermarks soil water sensors and 

atmometer apparatus were used to measure crop evapotranspiration and reference 

evapotranspiration on daily basis, respectively. The comparison and the statistical analysis 

between the calculated Kc in this study and values obtained from greenhouse gave a good 

agreement. The root mean square difference (RMSD) and relative error (RE) gave an average 

value of: 0.065 mm/day and 9%, respectively. While, the comparison between the predicted Kc 

values and approaches developed by FAO (modified) and Ministry of Water Resources of Iraq 

gave less agreement. The values of RMSD and RE gave an average value of: 0.188 mm/day, 

27%, and 0.17 mm/day and 26.8%, respectively. The method used by FAO and Ministry of 

Water Resources of Iraq was conducted on basis of using modified empirical equation suggested 

by FAO-56. 

Key words: crop coefficient, evapotranspiration, water sensor, atmometer. 

 

  أستنباط معامل الخيار(Cucumissativus)  داخل البيوث الخضراء

 باح أنور داود المصرفص   أ.م                                    أحمذ عبيذ حمزة                          

 لغى هُذعح انًىاسد انًائيح                               لغى هُذعح انًىاسد انًائيح  /ياجغريش  انةط     

 جايعح تغذاد /كهيح انهُذعح                                             جايعح تغذاد -كهيح انهُذعح       

 

 الخلاصت

تأعرخذاو يرحغغاخ انجثظ  2014اعي سنهًىعى انضانخضشاءداخم انثيىخ خياس ثاط يعايم َثاخ انُانى أعر هزا انثحث يهدف

انًغرُثطح يٍ طشق واعانية يع انميى يم َثاخ انخياس انًع, ويماسَح انميى انًغرُثطح يشاحم ًَى انُثاخخلال وجهاص الاذًىييرش 

. انعشاق -كى جُىب تغذاد 70انري ذثعذ انًحاويم في حمم ضًٍ يُطمح  يغطاجخضشاء م تيىخ داخانذساعح ذًد يخرهفح. 

تشكم انجثغيح وجهاص الاذًىييرش نمياط الاعرهلان انًائي نهُثاخ والاعرهلان انًائي انكايٍ  حىتيرحغغاخ انشطعرخذيد أ

  يمحوانرحهيم الاحصائي تيٍ ليى يعايم انُثاخ انًغرُثطح في هزِ انذساعح يع ليى نطشأظهشخ َرائج انًماسَح عهى انرىاني. يىيي 

عهى  %9 و  يهى/يىو   0.065: نهفشق وانخطأ انُغثي أنرشتيعيكاٌ يعذل انجزس  اررىافك جيذ, ت داخم انثيىخ انخضشاء أجشيد

تيًُا كاَد َرائج انًماسَح تيٍ انميى انًغرُثطح يٍ انذساعح انحانيح وانميى انًعذنح يٍ يُظًح انفاو و وصاسج انًىاسد . انرىاني

mailto:Sabah_dawood@yahoo.com
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 ويهى/يىو   0.173% و 27و يهى/يىو   0.188: نهفشق وانخطأ انُغثي نرشتيعياانًائيح في انعشاق الم ذىافما. كاٌ يعذل انجزس 

يٍ لثم يُظًح انفاو )انرمشيش  انًمرشححانىضعيح  ذى أحرغاب ليى يعايم انُثاخ اعرًادا عهى انًعادنح  ارعهى انرىاني,  26.8%

56.) 

 يعايم انُثاخ, الاعرهلان انًائي, يرحغغاخ انشطىتح, الاذًىييرش : الكلماث الرئيسيت

 

 

1. INTRODUCTION 

        The plastic covering utilized on greenhouses significantly changes the radiation balance 

relative to the external environment, because of the attenuation of the incident solar radiation, 

resulting in a reduction of the internal radiation balance and, consequently, affecting 

evapotranspiration ,Sentelhas, 2001. The difference between internal and external 

evapotranspiration varies according to meteorological conditions, usually evapotranspiration 

inside greenhouses around 60 to 80% of that verified outside , Montero, et al., 1985 

,Rosenberg, et al., 1985 and Hashem, et al., 2011 studied the effect of polyethylene sheet 

white, and black net of greenhouse covers, and 80%, 100%, and 120% of potential 

evapotranspiration (as an irrigation levels), estimated according to class A pan equation on plant 

growth and crop yield of cucumber. The results showed that white net greenhouse cover 

optimized growth and yield of cucumber plant. Estimating crop evapotranspiration for specific 

crops is important for irrigation scheduling and agricultural water management ,Irmak and 

Martin, 2005 and  Fernandes, et al., 2003 estimated and compared ETo by different methods 

inside and outside a greenhouse. They used A class pan (CAPi), a reduced pan (RPi), and an 

atmometer (Ai)  installed inside a greenhouse, and another class A pan (CAPo)  installed outside. 

ETo estimates, obtained by CAPi, RPi, and Ai were 56%, 69% and 63% of those estimated by 

CAPo, respectively. A simple linear regression showed the level of significance coefficients R = 

0.94 for the RPi and the CAPi, R = 0.91 for the Ai and the CAPi, R = 0.70 for the CAPi and the 

CAPo, R = 0.66 for the RPi and the CAPo, and R = 0.62 for the Ai and the CAPo.  It is possible 

to use reduced pans or atmometers to estimate the ETo inside the greenhouse. Mujahed, 2007, in 

his work measured evapotranspiration and weather parameters for cucumber grown in a 

greenhouse during the growing season. A model was developed that correlated simple weather 

data to evapotranspiration for cucumber under greenhouse conditions. Abedi- Koupai, et al., 

2009, used climate data for calculating evapotranspiration inside greenhouse from indirect 

methods. They used artificial neural networks (ANNs) to estimate daily grass reference 

evapotranspiration (ETo) and compared the performance of ANNs with the conventional 

methods: Penman, Penman-Monteith, Stanghellini and Fynn.  Meteorological variables including 

air temperature, solar radiation, wind speed, and relative humidity were considered daily. The 

results showed that ANNs, Penman, and P-M models were overestimated ETo, while the Fynn 

and Stanghellini models underestimated ETo. Crop water requirements, also called crop 

evapotranspiration, are usually represented as ETc.  As ETc varies with plant development stage 

and weather conditions, both the amount and timing of irrigation are important. The water 
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balance method of irrigation scheduling is one method of estimating the required amount and 

timing of irrigation for crops , British Colombia, 2001 and Allen, et al., 1998 suggested an 

empirical equation to adjust the crop coefficient values when air velocity is about 2 m/s and the 

minimum relative humidity is approximately 45%. Crop coefficient values recommended by 

FAO for different crops and tress are values under typical irrigation management and soil 

wetting conditions. Crop evapotranspiration can be observed and measured by monitoring soil 

moisture content, when no rainfall and irrigation were added to the soil. Soil water status can be 

measured directly with sensors such as watermark sensors. Balnco and Folegatti, 2003, 

predicted crop coefficient values for the cucumber inside a greenhouse during winter-spring 

season in Brazil. Crop was irrigated with water of three different levels of salinity. The average 

value of crop coefficient for initial, development, mid-season and late of season was: 0.16, 0.89, 

1.4 and 0.6, respectively. Fathalian and Emamzadei, 2013 calculated the evapotranspiration 

and crop coefficient of greenhouse cucumber by installing two microlysimeters for growing 

cucumber and grass. Daily evapotranspiration rate of both plants was measured by weighing 

method. Also, by using meteorological data, recorded inside the greenhouse, ETo was calculated 

by using Penman-Monteith equation. They concluded that Kc for cucumber in a greenhouse was 

0.14 for initial stage of growth, 0.78 in the development stage, 1.37 in the middle stage, and 0.86 

in the last stage. Fakhri, 2014 predicted crop coefficient values for eggplant and maize in open 

field based on daily basis using watermark sensors, measuring crop evapotranspiration, and 

atmometers measuring reference evapotranspiration. The objective of this study was to predict 

crop coefficient values for the cucumber crop inside the greenhouses through the growing stages. 

Comparison was conducted between the predicted crop coefficient values with different 

approaches and models. 

 
2. MATERIALS AND METHODS 

2.1 Location of the Greenhouses Field Study 

The research field for this study is located within AL-Mahawil Township, 70 km south of 

Baghdad. The greenhouse field is located at latitude: 32° 76' N, longitude: 44° 59' E, altitude: 27 

m. Fig. 1 shows a Google map for the greenhouses field site location. The main source of water 

is from a water pond charged continuously from a local stream from Al- Mahawil River. Three 

soil samples were taken from two locations in the greenhouse field of cucumber and at layers 0-

20 cm, 20- 40 cm and 40- 60 cm. Analyses of soil samples were conducted in the laboratories of 

the College of Agriculture-University of Babylon. The goal of the analysis was to identify the 

physical characteristics of the soil in order to determine soil texture and physical properties of 

the soil which included bulk density, soil texture, field capacity, and permanent wilting point. 

The soil texture type of the two greenhouse fields is classified as loam soil. 
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2.2 Devices and Equipment 

     The followings are specifications and description of devices and equipment used in the field 

work. 

 

2.2.1 Atmometer apparatus 

       An atmometer, the brand name (ETgage), has gained increasing popularity. It is one of the 

alternative tools that can be used to measure the amount of water evaporated to the atmosphere 

from a wet, porous ceramic surface. The atmometer consists of a canvas-covered ceramic 

evaporation plate mounted on a distilled water reservoir. The reservoir capacity is 300 mm as 

water depth. The fabric covering creates a diffusion barrier (resistance) that controls the 

evaporation rate and ranging from 112–294 s/m similar to that found in healthy leaves in a well-

watered plant community. The green canvas cover that surrounds the ceramic plate mimics the 

crop albedo so that solar radiation absorption by the ETgage will be similar to the solar radiation 

received at the crop canopy. In theory, the diffusion barrier of the canvas cover and the stomata 

resistance of healthy, actively growing, green, and well- watered grass vegetation is assumed to 

be similar. In the ETgage system, water is provided to the ceramic cup by suction through a glass 

or plastic supply tube and check valve consisting of a diaphragm mounted in a section of silicon 

tubing attached at the lower end of the glass supply tube.  The ETgage reservoir is ventilated by 

two holes (1.5 mm diameter) drilled at the upper end of the clear polyvinyl chloride pipe. 

Distilled water is always used in the ETgage reservoir to prevent accumulation of solutes in and 

on the plate that can reduce the porosity of the plate and affects the evaporation rate.  A sight 

glass on the water reservoir allows the water level in the reservoir to be read manually. The 

ETgage is easy to install and requires little maintenance which is typically mounted on a wooden 

post and to be above the top level of the crop as shown in Fig. 2. It should not be installed near 

tall trees, buildings, or tall crops that may prevent full exposure of the gage to prevailing winds 

and other environmental factors affecting evapotranspiration.  

 

 2.2.2 Watermarks soil water sensor 

     Watermark sensors are widely available and have a number of favorable technical 

characteristics for on farm use, due to its low cost, ease of installation, and durability. These 

sensors typically require site calibration of the threshold soil-moisture content to which the soil 

will be allowed to dry before irrigation will be permitted. The patented watermark sensor is a 

solid-state electrical resistance sensing device that is used to measure soil water tension. This 

type of sensor consists of two electrodes embedded in a reference matrix material, which is 

confined within a corrosion-proof and highly permeable case (unit range from (0-wet- to 200 cb-

dry). The matrix material includes gypsum to buffer against the effects of salts and fertilizer, but 

these sensors do not dissolve like gypsum block sensors. Soil moisture is constantly absorbed or 

released from the sensor as the surrounding soil moisture conditions change. As the soil moisture 

changes, the sensor moisture reacts as reflected by the change in electrical resistance between the 

electrodes. Granular matrix sensors operate on the same electrical resistance principle as gypsum 
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blocks. As the moisture level increases, conductivity increases, and the sensor is calibrated to 

output the moisture level in terms of soil tension, McCready, et al., 2009. Total of three 

watermark sensors were used in the field area within the root zone of cucumber crop at depths 

equal     15, 30 and 40 cm.                                                                                                                 

2.3 Description of the Greenhouse 

 In this study two greenhouses were used each was 56 m long, 9 m wide and 3 m high (or an 

area of about 500 m
2
). They were covered by 100 µm transparent polyethylene film treated 

against ultraviolet radiation. The greenhouse was without heating nor air ventilation.  The 

greenhouse was classified as low technology greenhouse. Trickle irrigation system has been used 

in the two greenhouses, which was a perfect method for water application and simple in 

scheduling the irrigation water at low cost. Fig.3 shows the layout of the greenhouse. The system 

consists of five double irrigation lines of 55 m long (each).  Each line consists of two drip tapes, 

the distance between two drip tapes 0.3 m (T-Tape). Trickle drip tape contains 500 dripper points 

along its total length. The dripper points were spaced 0.1 m apart. The discharge of each dripper 

point was 17 cm
3
/min. Cucumber crops (Cucumis sativus) were planted at a spacing of 0.3-0.4 m  

and the planted points form rows running parallel to the lines. The irrigation date and duration 

were scheduled by agricultural advisor responsible for managing the greenhouses. In other 

words, the greenhouse conditions were uncontrolled in the study. However, in each irrigation 

process, date, flow rate from the dipper, and time of the irrigation were recorded when possible.  

 

 3. CALCULATION AND PROCEDURES 

       Modified or predicted crop coefficient values for the cucumber crop were calculated from 

water consumption by dividing daily measured crop evapotranspiration (ETc) by reference 

evapotranspiration (ETo) which is measured from the atmometer as follows , Allen, et al., 1998. 

 

                      
   

   
                                                                                          (1) 

where: 

Kc = estimated or predicated crop coefficient, 

ETc = crop evapotranspiration (mm/day), and 

ETo = reference evapotranspiration (mm/day). 

 

The crop evapotranspiration (ETc) was calculated from the following water balance equation: 

 

                                                                                                    ( ) 

where: 

                  water content in two consecutive days (mm),  

IR = irrigation water depth (mm), 

DP = deep percolation (mm), and 

R   = surface runoff (mm). 
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       The water content in the effective root zone was estimated by using watermarks sensors 

readings throughout the growing season of the cucumber. The water balance equation was 

applied when there is no irrigation, so Eq. (2) becomes: 

 

                                                                                                                               ( ) 

 

          Daily values of reference evapotranspiration (ETo) were calculated on the basis of 

atmometer readings which equal to the difference between two consecutive readings (mm/day). 

The crop coefficient value for the cucumber was predicted for each growing stage which are: 

initial, development, mid of season, and harvest time or end of season, starting from the date of 

planting till the harvest time. The growing stages (initial, development, mid of season, and late of 

season) of the cucumber were based on the observation of the crops development in the 

greenhouses which was similar to the study conducted by Ministry of Water Resources , 

Ministry of Water Resources-Iraq, 2014. The time period of each growing stage was identified 

depending on an estimation of the percentage of the period length of the cucumber crop stage 

starting from the planting date till the harvest date, as shown in Table 1.  

 

3.1 Statistical Analysis Methods 

         Comparison between predicted Kc, local, and international values were conducted on daily 

basis, monthly, and growing stages. The following parameters were used: 

 

            RMSD =  √
 

 
∑ (     )  
                                                                                  (4) 

 

 

                  
    

   
 *100                                                                                                 (5) 

 

 

where: 

 

RMSD = root mean square difference (with its optimal value equal to zero), 

n = number of observations, 

yi = predicted crop coefficient, 

xi = local or FAO crop coefficient, 

xav = average value of crop coefficient (from local or FAO values), and 

RE = relative error (%). 

 

 

4. RESULTS AND DISCUSSIONS 

        Daily and average values of the predicted crop coefficients (Kc) for the cucumber crop 

throughout the growing stages were plotted as shown in Fig. 4. The average value of Kc in the 

initial stage was about 0.16. The development stage started with an average value of 0.87 and 
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reached a value of 1.23, which was represented the mid-season stage. At the end of the mid-

season and beginning of late season, the crop coefficient value decreased to an average value of 

0.87 at the end of the late of season. The crop coefficient values suggested by FAO ,Allen, et al., 

1998 for cucumber crop were for open field conditions and expected for sub-humid climatic 

conditions. Additionally, Kc suggested by FAO were for typical irrigation management and soil 

wetting conditions and where the wind velocity equal to 2 m/s and minimum relative humidity 

equal to 45%. For Kc values more or less than the assumed values for wind speed and relative 

humidity. FAO suggested an empirical formula to be used to correct the Kc values for initial, 

mid, and late of season and as follows: 

 

                     (    (     )        (        ))  (
 

 
)                         ( ) 

 

where: 

     = min. relative humidity (%), 

U2          = wind speed at 2 m height (m/s), and 

H = crop’s height (m). 

 

     Daily wind speed and minimum relative humidity values were measured inside the 

greenhouse. The predicted crop coefficient values of the cucumber in the case study were 

compared with different approaches and models inside the greenhouse. Table 2 shows the Kc 

values predicted in the case study, FAO (modified) using Eq. 6, Fathalian and Emamzadei, 

2013, and Ministry of Water Resources , Ministry of Water Resources Iraq, 2014. The 

summary of the statistical analyses for the comparison between the predicted Kc and different 

approaches and models for cucumber inside greenhouses are shown in Tables 3, 4, and 5. The 

values of RMSD and RE for the comparison between predicted and different approaches for the 

Kc values showed that the approach developed by Fathalian and Emamzadei, 2013 gave an 

agreement as a first approach with the predicted Kc in the case study for all growing stages. 

While, the Kc values developed by Ministry of Water Resources-Iraq ,Ministry of Water 

Resources, 2014, agreed with the predicted Kc except for the initial stage. Statistical analyses for 

RMSD and RE showed that Kc values recommended by FAO , Allen, et al, 1998 rank the third. 

Moreover, the statistical analyses showed that the adjusted values of Kc by FAO and even by the 

Ministry of Water Resources – Iraq were unsatisfactory for the following reasons: 

 Low technology of the greenhouses where there were no ventilation, air exchange, and 

uncontrolled temperature, effect the adjustment of Kc values. 

 Water management and method of applying water. 

 Height and density of crop. 

 Number and surface area of the crop’s leaf. 

 Starting time of the growing season. 

 Crop’s height and if the crop was vertically supported or grows on the ground surface. 
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Fig. 5 shows a comparison among the crop coefficient values for the cucumber for 

different models inside the greenhouses for the growing stages. 

 

 

 

5. CONCLUSIONS 

      The calculated Kc values and the values estimated by Fathalian and Emamzadei, 2013 

agreed well. The statistical analyses using RMSD and RE gave an average value of: 0.065, 9%, 

respectively. While, the comparison between the predicted Kc values and approaches developed 

by FAO (modified) and Ministry of Water Resources of Iraq ,Ministry of Water Resources –

Iraq, 2014, gave an fair agreement. Values of RMSD and RE gave an average value of: 0.188, 

27%, and 0.17 and 26.8%, respectively. Where the methods used by FAO and Ministry of Water 

Resources of Iraq was conducted on basis of using Eq. (6), Allen, et al., 1998, and measuring 

weather parameters inside the greenhouses. Accurate values of the crop coefficient could be 

obtained from the ratio of crop evapotranspiration and reference evapotranspiration. The trend 

and variation of the crop coefficient for cucumber inside and outside greenhouses is affected by 

many factors due to followings: type of technology used inside greenhouse, type of the 

greenhouse’s shaded cover, type of crop (height, density, leaf area), and irrigation management. 
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NOMENCLATURE 

DP = deep percolation (mm). 
ETc= crop evapotranspiration, mm/day. 

ETo= reference evapotranspiration, mm/day. 

H = crop’ height (m). 

IR = irrigation water depth (mm). 
Kc = crop coefficient. 

n = number of observations. 

R = surface runoff (mm). 

RE = relative error (%). 

     = min. relative humidity (%). 

RMSD = root mean square difference. 

U2 = wind speed at 2 m height (m/s). 

xav = average value of crop coefficient. 

xi = value of crop coefficient. 

yi = predicted crop coefficient. 

                  water content in two consecutive days (mm). 
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Figure 1. Google map for the research site work. 

 

 

Figure 2. Location of the atmometer apparatus in the cucumber’s greenhouse. 
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Main Road 

Babylon-Baghdad 



Journal of Engineering Volume   21  October  2015 Number 10 
 

 

110 

 

 

 

 

Figure 3. Layout of the greenhouse. 

 

 

 

Table1. Estimation of the period and percentage of the growing stage of cucumber. 

 

Stage and 

period 
Initial Development Mid-season Late season 

Growing stage 

(%) 
19 27 38 16 

Stage period 

(day) 
21 31 43 18 
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Figure 4. Daily and average values of the cucumber’s crop coefficient throughout 

the growing season, 2014. 

Table2.Crop coefficient values of the cucumber inside the greenhouse as predicted in the case 

study, Fathalian and Emmazadei, Ministry of water Resources and FAO (modified). 

 

Approach and 

model 

 

Growing season -KC 

Initial 

 

Development 

 

Mid-

season 

 

Late- 

season 

 

Case study 0.16 0.87 1.23 0.87 

Fathalian,and 

Emamzadei (2013) 

 

0.14 0.78 1.37 0.86 

Ministry of Water 

Resources- Iraq ,2014 
0.45 0.75 0.98 0.85 

FAO (modified) 

 
0.15 0.6 0.97 0.66 
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Figure 5. Comparison of the crop coefficient values for the cucumber inside greenhouse. 

 

Table 3. Root mean square difference and relative error between predicted Kc and the FAO 

(modified) values. 

 

Growing stage RMSD 
RE 

(%) 

Initial 0.01 6 

Development 0.27 45 

Mid of season 0.26 26 

Late of season 0.21 31 

Average 0.188 27 
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Table 4. Root mean square difference and relative error between predicting Kc and the values 

from Ministry of Water Resources- Iraq, 2014. 

 

Growing stage RMSD 
RE 

(%) 

Initial 0.29 64 

Development 0.12 16 

Mid of season 0.25 25 

Late of season 0.02 2 

Average 0.17 26.8 

 

 

 

 

Table 5. Root mean square difference and relative error between predicting Kc and from 

Fathalian and Emamzadei, 2013. 

 

Growing stage RMSD 
RE 

(%) 

Initial 0.02 14 

Development 0.09 11 

Mid of season 0.14 10 

Late of season 0.01 1 

Average 0.065 9 
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ABSTRACT 

    This paper represents an experimentalattempt to predict the influence of CO2-MAG welding 

variables on the shape factors of the weld joint geometry. Theinput variables were welding arc 

voltage, wire feeding speed and gas flow rate to investigate their effects on the shape factorsof the 

weld joint geometry in terms of weld joint dimensions (bead width, reinforcement height, and 

penetration). Design of experiment with response surface methodology technique was employed to 

buildmathematical models for shape factors in terms of the input welding variables. Thepredicted 

models were found quadratic type and statistically checked by ANOVA analysis for adequacy 

purpose. Also, numerical and graphical optimizations were carried out to determine the optimum 

values for all responses and input variables. The optimum values of the voltage, wire feeding 

speed, gas flow rate, WPSF, and WRFF are (20 Volt), (153 cm/min), (10 L/min), (5.222), and 

(3.970), respectively. And, a good agreement was found between the experimental and predicted 

results. The weld joint efficiency was found (73%) at the optimum conditions.  

 

Keywords:bead dimensions, WPSF, WRFF, CO2-MAG welding, joint efficiency.  

 

 وصلة اللحامعوامل شكل على  CO2تأثيز متغيزات لحام القوس المعذني بغاس نمذجة وامثلية 

 
 طارق محمذ علي علي                                                              د. سميز علي أمين الزبيعي                            

 أسخاذ يساػد                                                                             يدزس يساػد                                    

 قسى انهُدست انًيكاَيكيت                                                                  قسى انؼهىو انخطبيفيت                              

 اندايؼت انخكُىنىخيت      اندايؼت انخكُىنىخيت                                                                                                 

 

 الخلاصة

انشكم  انهُدسي نىصهت ػهى ػىايم CO2) ) شيخغيساث نحاو انقىس انًؼدَي بغا حأثيس نخُبأ ػًهيت يحاونتهرا انبحث يًثم    

نبحث حأثيساحها ػهى ػىايم انشكم  ًخغيساث انداخهت هي طاقت انقىس وسسػت حغريت سهك انهحاو ويؼدل خسياٌ انغاشان .انهحاو

حقُيت حصًيى انخدازب . حى حطبيق أبؼاد وصهت انهحاو )ػسض دزشة انهحاو وازحفاع انخقىيت وانُفاذيت( بدلانت انهُدسي نىصهت انهحاي

نُىع ُبىء باًَاذج انخ بدلانت يخغيساث انهحاو انداخهت. وخدثنؼىايم انشكم  ًَاذج زياضيت انسطحيت نبُاءيغ طسيقت الاسخدابت 

يداد انقيى لآوانبياَيت الايثهيت انؼدديت  أيضا" أخسيجانًلائًت.  نغسض (ANOVA) بخحهيم انخبايٍانخسبيؼي ودققج أحصائيا" 

نخس  (10)سى / دقيقت سسػت حغريت انسهك ،  (153)فىنج ،  20))وانقييى انًثهى هي انًثهى ندًيغ الاسخداباث وانًخغيساث انداخهت. 

ووخد حىافق خيد بيٍ  ( يؼايم شكم حقىيت انهحاو.3.970يؼايم شكم َفاذيت انهحاو و ) ((5.222/ دقيقت يؼدل خسياٌ انغاش ، 

 .ػُد انظسوف انًثهى. (%73) كفاءة وصهت انهحاو ُخائح انؼًهيت وانُظسيت. ووخدث ان
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1. INTRODUCTION 

   MAG stands for metal-active-gas arc welding. This is a variation of MIG welding, in which 

identical equipment is used, but the inert gas is replaced by carbon dioxide, which is chemically 

active, Patel, and Patel, 2014.CO2-MAG is a process in which the source of heat is an arc format 

between the consumable metal electrode and the work piece, and the arc and the molten puddle are 

protected from contamination by the atmosphere (i.e., oxygen and nitrogen) with an externally 

supplied gaseous shield of carbon dioxide or argon-carbon dioxide mixture. All the major 

commercial metals can be welded by this process, including carbon steels, low alloy and high 

alloy steels, stainless, aluminum, and copper titanium, zirconium and nickel alloys, Jadeja, and 

Patel, 2013. With CO2 shielding, the electrode tip is not heated directly by the arc plasma but by 

the arc heat conducted through the molten drop. The molten drop grows in size andfinally detaches 

by short circuiting or gravity, Singla, et al., 2010. During the investigation by Boiko and 

Avisans, 2013, it was revealed that different shielding gas gives different influence on the welding 

process, welding joint quality and also on the welding costs. CO2 shielding provides deeper 

penetration, Reddy, 2012. 

 

   In the automated applications, a precise means of selection of the process variables and control 

of weld bead shape has become essential, because the mechanical strength of weldis influenced 

not only by the composition of the metal, but also by the weld bead shape, Hould, 1989.Also, the 

weld pool geometry plays an important role in determining the mechanical and corrosion 

properties of the weld, Dasgupta, and Mukherjee, 2013. Also, optimization of the process 

variables to control and obtain the required shape and quality of weld joint is possible with these 

expressions. The quality of the weld joints depends on the bead geometry and shape factors. The 

weld joint is specified by the bead width, height of reinforcement, depth of penetration, weld 

reinforcement form factor (WRFF) and weld penetration shape factor (WPSF). Figure 1 shows the 

transverse cross section of a weld bead geometry. WPSF and WRFF are also called as coefficients 

of internal shape and external shape, respectively. The ratio of bead width to penetration and bead 

width to reinforcement are termed as Weld Penetration Shape Factor and Weld Reinforcement 

Form Factor, respectively. 

    Nowadays, DOE has been more widely used in quality control, manufacturing, and system 

engineering disciplines for design or development of a new product and redesign of an existing 

product DeVor et al., 1992. Due to the highly competitive global industry, companies need to 

understand the impact of both operational and environmental variables and their interactions on 

system or product performance. Therefore, mathematical model–based optimization employing 

DOE is a powerful design technique for use by system analysts, engineers, and designers. 

Compared to many methods, DOE is a more efficient method among optimization models in terms 

of number of required experiments. Its applications and computations are also more time efficient 

Antony, 2003. Normally the use of DOE technique is combined with RSM and ANOVA statistical 

tests. In the present work, DOE software version 8 was used. The most popular designs within 

RSM designs are the central composite design (CCD) and Box-Behnken design. In the present 

work, the central composite design (CCD) was used in the RSM technique (Benyounis, and 

Olabi, 2005). 
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   Many researchers have been previously carried out by using CO2-MAG welding processes 

considering mainly the effect of process variables on the structure and mechanical properties. In 

addition, most studies have attempted to model the directed measured bead width, bead height and 

bead penetration only, regardless of the important shape relations of the weld bead. But, some 

important shape relations, such as weld reinforcement form factor (WRFF) and weld penetration 

shape factor (WPSF) have significant impact on the quality of weld. However, there is few works 

(Gunaraj and Murugan, 1999; Kumar, 2011) have focused on studying the influence of process 

variables on WPSF and WRSF using the Design of Experiment (DOE) and Response Surface 

Methodology (RSM) technique for predicting, modeling and optimization purposes for CO2- 

MAG welding. 

 

   Therefore, the aim of this paper is to investigate experimentally the effect of input welding 

variables of CO2-MAG welding process (arc voltage, wire feeding speed and gas flow rate) on the 

weld joint shape factors (WPSF and WRFF) obtained by the measurements of bead width, height 

of reinforcement and depth of penetration through experiments based on the DOE design matrix. 

The analysis of variance (ANOVA) technique was adopted to check the level and degree of the 

direct or interactive effect of the input variables on these factors. RSM was applied to derive 

mathematical models, and the predicted equations were used to represent graphically the effects of 

process variables on the shape factor responses. No much work so far has been performed which 

considers the three process variables used in this study using DOE and RSM approach.  

 

2. EXPERIMENTAL PROCEDURE 

2.1 Material Verification  

    Low carbon steel material type AISI 1010 in form of plate with 5 mm thickness in the hot rolled 

condition was used in this work to prepare specimens for welding tests. The chemical analysis for 

this material was carried out, and the results are presented in Table 1. Also, three samples from 

this material were then prepared for tensile tests according to ASTM-E8 standard. The mechanical 

properties of this steel were obtained and the resulted data are given in Table 2, showing the 

average of three readings for three tested samples. These tables verify that the used material is in 

conformity with the standard base metal, ASM, 1992.      

 

5.2 Specimens Preparation for Welding Tests 

   Specimens were then prepared from low carbon steel material type AISI 1010 with dimensions 

of 50 mm× 25 mm×5 mm to be welded in a closed butt weld joint design by CO2-MAG process. 

These specimens were then cleaned by a wire brush to remove the oxide layers and any surface 

defects. 

 

2.3 Welding Variables 

   The effective selected input factors of CO2- MAG welding in this work were welding speed, arc 

voltage and wire feeding speed in two levels, as shown in Table 3. These parameters were used 

based on the ability of welding machine and experimental skill of the welder operator. 
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2.4 Welding Procedure 

   The machine employed for welding experimentation was 'INVERTER CO2 MAG - BEAM-350' 

in Korean-Iraqi Vocational Training Center in Baghdad. The welding wire type „AWS ER70S-

6‟1.2 mm diameter in form of rod was used for welding specimens. CO2-MAG welding tests were 

conducted for twenty samples using the welding factors mentioned above and depending on the 

design matrix established by Design of Experiment software, as given in Table 4.These tests were 

conducted randomly according the design matrix made by DOE program to prevent any 

systematic error. 

 

2.5 Measurements of Weld Joint Dimensions and Shape Factors Calculations 

   After welding, transverse sections of the weld joints were cut from the middle portions of 

specimens. The specimens were prepared by grinding and polishing methods. The properly 

polished specimens were etched with a 2% Nital solution for about 30 seconds for measurements 

purpose. For each sectioned specimen, the important dimensions of the weld joints were measured 

by using a digital caliper. The average measurements of bead width, reinforcement height and 

depth of penetration were recorded to calculate the average weld penetration shape factor (WPSF) 

and average weld reinforcement form factor (WRFF) using the following equations, Bahrami, et 

al., 2010: 

 

     
 

 
                                                                                                                                

 

Where,   = Width of the bead (mm). 

P= Depth of penetration (mm). 

 

     
 

 
                                                                                                                                

 

Where, R = Height of reinforcement (mm). 

   The results of calculations of shape factors as responses together with the input welding 

variables are listed in Table 4. With the help of these calculated responses, models were 

developed. 

 

3. RESULTS AND DISCUSSION 

   The response surface methodology was employed using the Design of Expert software „version 

8‟ to determine the following predicted models for the shape factors of the weld joint geometry in 

terms of arc voltage, wire feeding speed and gas flow rate: 

 

3.1 Mathematical Model of Weld Penetration Shape Factor (WPSF) 

   For the weld penetration shape factor (WPSF), the analysis of variance (ANOVA) was 

established by DOE software version 8, as shown in Table 5, illustrating that the input parameters 

individually (A and B), the interaction of wire feeding speed and gas flow rate (BC) and the 

quadratic terms of voltage (A2) and wire feeding speed (B2) are all statistically significant and 

have the greatest influence on the weld penetration shape factor response (WPSF) according to 
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their P-values (< 0.05).  This table also depicts that the gas flow rate (C) has no significant effect 

on WPSF, since its P-value (>0.05).The lack of fit test indicates a good model, since it is 

insignificant with P-value greater than 0.05. So, this analysis indicates that this model is 

significant at 95% confidence. In addition, this model showed a good agreement between the 

predicted and actual values for weld penetration shape factor WPSF, as shown in Fig.2. Therefore, 

the final predicted equation for the WPSF in terms of the coded input factors is: 

 

WPSF = +5.03 + 0.68 * A + 0.20  * B - 0.063 * C + 0.83  * B * C - 0.23 * A2 - 0.33 * B2(3) 

 

And, the final equation in terms of actual factors is: 

 

WPSF = - 86.99497 + 9.74713   * Voltage - 8.34643E-004  * Wire feeding speed 

              - 2.51597  * Gas flow rate + 0.016563  * Wire feeding speed * Gas flow rate 

              - 0.22678  * Voltage2 - 5.22843E-004  * Wire feeding speed2   (4) 

 

   Figure 3 shows the interaction effect of wire feeding speed and gas flow rate on WPSF at 20 v 

voltage. It is evident from this figure that WPSF increases for all values of wire feeding speed, 

while it decreases with increasing gas flow rate. This is due to fact that WPSF= W/P, where W 

increases with increase of wire feeding speed, whereas P decreases with increasing gas flow rate. 

Thus, wire feeding speed has a positive effect on WPSF, while gas flow rate has a negative effect 

on WPSF.  

   The statistical properties of this model were diagnosed, and it was found that the residuals that 

falling on a straight line implying errors are normally distributed, as shown in Fig.4. Additionally, 

the residuals versus predicted actual for WPSF data revealed no obvious pattern or unusual 

structure, as shown in Fig.5.  

   The perturbation of the predicted WPSF response resulted by varying only one parameter at a 

time from the center point of the investigated region is shown in Fig.6. It can be seen that 

increasing the voltage and wire feeding speed generally increases the WPSF, since these input 

parameters increased the fusion effect of the weld joint, which resulted in the increase of bead 

width. While, the gas flow rate had a very little effect on WPSF. 

Due to no statistical problems found, the response surface plot was generated in terms of 2D 

surface plot as shown in Figs.7, depicting WPSF as a function of voltage and wire feeding speed 

at various gas flow rate10 L/min. This figure indicates that both voltage and wire feeding speed 

have greater influence on increasing WPSF. This is possibly due to increase of molten material 

accumulated in the weld joint caused by higher voltage and wire feeding speed. Also, this is more 

likely ascribed to the increased chemical reaction of CO2 with the accumulated molten material in 

the weld joint. 

   Figures 8 shows the 3D surface plot for WPSF as a function of voltage and wire feeding speed 

at 10 L/min gas flow rate, showing the similar behavior as mentioned above; higher WPSF 

occurred at higher values of voltage and wire feeding speed. 

 

3.2 Mathematical Model of Weld Reinforcement Form Factor (WRFF) 

   Similarly, the analysis of variance (ANOVA) for RSM reduced quadratic model was determined 

for the weld reinforcement form factor (WRFF) given in Table 6. The results in this table show 
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that the voltage (A), wire feeding speed (B) and their squared terms (A2 and B2 ) are statistically 

significant, since their P-values were very small (< 0.5).While, the gas flow rate term (C) has no 

influence on the weld joint, since it is not seen in this analysis (model).Moreover, this table also 

reveals that the lack of fit is insignificant (P-value > 0.05), indicating that this model is adequate 

and significant at 95% confidence. So, the final predicted equation for the WRFF in terms of the 

coded input factors is: 

 

WRFF  =+ 3.90 + 0.12 * A + 0.68 * B - 0.55 * A2 - 0.29 * B2                             (5) 

And, the final equation in terms of actual factors: 

 

WRFF  = - 231.85179 + 21.99545  * Voltage + 0.16738  * Wire feeding speed 

                 - 0.54684  * Voltage2 - 4.67743E-004  * Wire feeding speed2   (6) 

 

   The adequacy of this model was checked to examine the predicted model. Two types of model 

diagnostics, the normal probability plot and the residuals versus the actual values plot, were used 

for verification, as shown in Figs. 9 and 10 for WRFF, respectively. It can be observed  from 

these plots that there was no violation of the normality assumption, since the normal probability 

plot followed a straight line pattern, the residual was normally distributed, and as long as the 

residuals versus the predicted values show no unusual pattern and no outliers. Also, this model 

shows a good agreement between the predicted and actual values for WRFF, as depicted in Fig.11. 

The perturbation plot of the predicted responses caused by changing only one factor at a time from 

the center point of the experimental region is shown in Fig. 12. This figure indicates that, 

individually, the wire feeding speed has greater effect than the voltage on WRFF, since WRFF 

first increased and then decreased with increasing the voltage. This is more probably because of 

increasing wire feeding speed resulted in an increase in the bead with, leading to more 

accumulation of molten material due to more thermal effect and less chemical affinity of the 

CO2gas with the weld joint material. Also, the decrease of WRFF at higher values of voltage is 

more likely due to the increase of reinforcement height that resulted from less bead penetration 

depth. 

   Because of no statistical problem with the model, Fig. 13shows the 2D contour plot for WRFF 

as a function of voltage and wire feeding speed at gas flow rate of 10 L/min. This figure exhibits 

that WRFF increases with increasing both voltage and wire feeding speed up to (20 volt) due to 

their combined effect by increasing the bead width. Whereas, Figs. 14 depicts the 3D surface plot 

for the WRFF at gas flow rate 10 L/min. It can be noted from this figure that increasing both 

voltage and wire feeding speed increases the WRFF due to the increase of quantity of the molten 

material that resulted by the increase of bead width and thermal effect.  

 

3.3 NUMERICAL OPTIMIZATION  

   The numerical optimization is provided by the Design of Experiment software to find out the 

optimum combinations of parameters in order to fulfill the requirements as desired. Therefore, this 

software was used for optimizing WPSF and WRFF; based on the data from the predicted models 

as a function of three factors: arc voltage, wire feeding speed and gas flow rate.                                                                          

Table 7 shows constrains of each variable for numerical optimization of the WPSF and WRFF. 

According to this table, one possible run fulfilled the specified constrains to obtain the optimum 
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values for WPSF and WRFF and desirability, as listed in Table 8. It can be noted that this run gave 

a desirability of 0.849 with the optimum values of the voltage (20 volt), wire feeding speed (153 cm/min), 

and gas flow rate (10 L/min). Figures 15-17 manifest the 3D surface plots for desirability, optimum value 

of WPSF (5.222)and optimum value of WRFF (3.970), respectively as a function of voltage and wire 

feeding speed at 10 L/min gas flow rate.   

3.4. GRAPHICAL OPTIMIZATION  

   Figure 18 depicts the overlay plot produced by the graphical optimization in DOE. In this 

figure, the regions not meeting the required variables are shaded out, leaving an operating window 

or “sweet spot”. This means that the shaded area on the graphical optimization plot do not meet 

the selection criteria, and the clear „window‟ shows where one can set the variables to satisfy the 

requirements for both responses. The flag is planted at the optimum values of welding variables 

and responses. 

3.5. EFFICIENCY OF THE WELD JOINT  

   In order to obtain the efficiency of the weld joint obtained by CO2-MAG welding of low carbon 

steel AISI 1010, three tensile samples were first welded with the optimum welding condition 

given in Table 8 and then tensile tested to determine the ultimate tensile strength of the weld joint. 

The average tensile strength was found to be 285 MPa. Therefore, the efficiency of the weld joint 

was calculated to be 73% according to the joint efficiency definition which is the ratio of the 

tensile strength of the weld joint to the tensile strength of the base metal (Table 2). This result 

indicates the importance of using CO2-MAG welding process and its effectiveness and suitability 

for welding steel AISI 1010 from strength point of view. 

4. CONCLUSIONS 

1. Regarding the WPSF, a quadratic model was obtained by DOE with RSM technique for 

the optimum WPSF response in terms of input welding parameters. This model indicated 

that the arc voltage and wire feeding speed are largely effective on WPSF, while the gas 

flow rate is not influential. 

2. The interaction effect in WPSF model indicated that the wire feeding speed has a positive 

influence on WPSF response, while the gas flow rate has a negative effect on WPSF. 

3. Concerning the WRFF, a quadratic model was obtained for the optimum WRFF response 

in terms of input welding parameters. This model shows that the wire feeding speed has 

greater impact than voltage on WRFF, whereas the gas flow rate was found not effective.  

4. By numerical optimization, the optimum values of the voltage, wire feeding speed, gas 

flow rate, WPSF,WRFF and desirability are (20 Volt), (153 cm/min), (10 L/min), (5.222), 

(3.970) and (0.849), respectively. 

5. The overlay plot produced by the graphical optimization is very useful to show the 

window of operability, where the requirements simultaneously meet the critical properties. 

6. Using CO2-MAG welding process is importantly effective and suitable for welding steel 

AISI 1010 from the strength point of view (with 73% joint efficiency). 

7. DOE with RSM was found a useful tool for predicting the responses in MAG-CO2 

welding technique for any given input parameters.  
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Table 1. Chemical Composition for used LCS with standard type (wt%). 

Fe V Ni Mo Cr S P Mn Si C Material 

Bal. 0.001 0.043 0.002 0.001 0.003 0.003 0.450 0.01 0.13 Experimental 

 

Bal. 

 

-- 

 

-- 

 

-- 

 

-- 

0.05 

max 

0.04 

max 

0.3 

- 

0.6 

0.1 

max 

0.08 

– 

0.13 

Standard 

Steel AISI 1010 

[ASM, 1992] 

 

Table 2. Mechanical properties for used LCS with standard type 

Reduction in 

Area (%) 

Tensile strength 

(MPa) 

Yield strength 

(MPa) 

Material 

42 391 262 Experimental 

40 365 305 Standard steel 1010 
[www.efunda.com] 

Table 3. Levels of input parameters used with respective coding. 

 

 

 

 

Table 4. Design matrix for input factors and experimental values of output (responses) 

 

Std 

 

Run 

No. 

 

Type of 

point 

 

Voltage 

(volt) 

Wire 

feeding 

speed 

(cm/min) 

Gas flow 

rate 

(L/min) 

 

WPSF 

 

WRFF 

1 12 Factorial 19 125 8 4.404 2.530 

2 7 Factorial 21 125 8 5.921 2.500 

3 8 Factorial 19 175 8 3.100 3.500 

4 1 Factorial 21 175 8 4.600 3.800 

5 14 Factorial 19 125 12 2.900 2.200 

6 4 Factorial 21 125 12 3.900 2.400 

7 16 Factorial 19 175 12 4.700 3.600 

8 18 Factorial 21 175 12 6.100 3.900 

9 9 Axial 18 150 10 2.800 1.500 

10 15 Axial 22 150 10 5.500 2.000 

11 6 Axial 20 100 10 3.300 1.400 

12 2 Axial 20 200 10 4.200 4.136 

13 19 Axial 20 150 6 5.293 4.000 

14 10 Axial 20 150 14 5.000 4.050 

15 3 Center 20 150 10 5.300 4.050 

16 11 Center 20 150 10 4.963 3.800 
17 17 Center 20 150 10 5.200 3.715 

18 5 Center 20 150 10 5.100 3.900 

19 13 Center 20 150 10 4.700 4.100 

20 20 Center 20 150 10 4.800 3.750 

Input parameter Unit Low Level 

- 1 

High Level 

       + 1 

-alpha +alpha 

Voltage volt 19 21 18 22 

Wire feeding speed cm/min 125 175 100 200 

Gas flow rate L/min 8 12 5 14 
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Table 5. Analysis of variance (ANOVA) for response surface reduced quadratic model (WPSF). 

 

Source Sum of 

squares 

df Mean 

square 

F value p-value 

Prob > F 

Model 17.09 6 2.85 90.74 < 0.0001    significant 

A-Voltage 7.31 1 7.31 233.05 < 0.0001 

B-Wire feeding speed 0.63 1 0.63 20.08      0.0006 

  C-Gas flow rate 0.064 1 0.064 2.04    0.1772 

BC 5.49 1 5.49 174.84 < 0.0001 

A² 1.36 1 1.36 43.19 < 0.0001 

B² 2.81 1 2.81 89.68 < 0.0001 
Residual 0.41 13 0.031   

Lack of Fit 0.14 8 0.017 0.32 0.9276  not significant 

Purr Error 0.27 5 0.054   

Core Total 17.49 19    

Std. Dev. = 0.18 R-Squared          = 0.9767 

Mean       = 4.59 Adj R-Squared   = 0.9659 

C.V. %    = 3.86 Pred R-Squared = 0.9580 

PRESS    = 0.73 Adeq Precision   = 32.493 

 

 

Table 6. Analysis of variance (ANOVA) for response surface reduced quadratic model (WRFF) 

 

Source Sum of 

squares 

df Mean 

square 

F value p-value 

Prob > F 

Model 16.48 4 4.12 295.50 < 0.0001    significant 

A-Voltage 0.24 1 0.24 17.04    0.0009  

B-Wire feeding speed 7.32 1 7.32 524.97 < 0.0001 

A² 7.88 1 7.88 565.18 < 0.0001 

B² 2.25 1 2.25 161.52 < 0.0001 

Residual 0.21 15 0.014   

Lack of Fit 0.081 10 8.113E-003 0.32 0.9425  not significant 

Purr Error 0.13 5 0.026   

Core Total 16.69 19    

Std. Dev. = 0.12 R-Squared          = 0.9875 

Mean       = 3.23 Adj R-Squared   = 0.9841 

C.V. %    = 3.65 Pred R-Squared = 0.9812 

PRESS    = 0.31 Adeq Precision   = 45.824 
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Table 7. Constrains used for the numerical optimization. 

Name Goal Lower 

Limit 

Upper 

Limit 

Lower 

Weight 

Upper 

Weight 

Importanc

e 

A:Voltage is in range 19 21 1 1 3 

B:Wire feeding speed is in range 125 175 1 1 3 

C:Gas flow rate is in range 8 12 1 1 3 

Welding velocity minimize 64.66 125 1 1 3 

Arc energy maximize 230 1800 1 1 3 

WPSF maximize 2.8 6.1 1 1 3 

WRSF maximize 1.4 4.136 1 1 3 

 

 

 

Table 8. Optimum solution of the desirability . 

 

Numer 

 

Voltage 

Wire 

feeding 

speed 

Gas 

flow 

rate 

 

WPSF 

 

WRFF 

 

Desirability 

 

1 

 

20 

 

153 

 

10 

 

5.222 

 

3.970 

 

0.849 Selected Selected 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Weld bead geometry. 

Base Metal Weld Bead 

R 

P 

(P: Penetration, W: Bead Width, R: Bead Reinforcement)  

W 
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Figure 2. Predicted versus actual WPSF data. 

 

 

 
Figure 3. Effect of interaction of wire feeding speed and gas flow rate on WPSF. 
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Figure 4. Normal probability plot of residuals for WPSF data. 

 

 

 

Figure 5. Residuals versus predicted WPSF data. 
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Figure 6. Perturbation of WPSF on wire feeding speed and gas flow rate. 

 

 

 

Figure 7. Contour graph WPSF as a function of voltage and wire feeding speed gas flow rate 10 

L/min. 
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Figure 8. 3D graph of WPSF as a function of voltage and wire feeding speed at gas flow rate  

10 L/min. 

 

 

Figure 9. Normal probability plot of residuals for WRFF data. 
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Figure 10. Residuals versus predicted WRFF data. 

 

 

Figure 11. Predicted versus actual WRFF data. 
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Figure 12. Perturbation of WRFF on wire feeding speed and gas flow rate. 

 

 

 

Figure 13. Contour graph of WRFF (or WRSF)welding velocity as a function of voltage and wire 

feeding speed gas flow rate 10 L/min. 
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Figure14. 3D graph of WRFF as a function of voltage and wire feeding speed at gas flow rate  

10 L/min. 

 

 

Figure 15. 3D graph for desirability as a function of voltage and wire feeding speed at gas flow 

rate 10 L/min. 
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Figure 16. The optimum value for WPSF at 10 /min gas flow rate. 

 

 

Figure 17. The optimum value for WRFF at 10 L/min gas flow rate. 
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Figure 18. Overlay plot produced by numerical optimization showing the region of optimal 

welding variables at 10 L/min gas flow rate. 
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ABSTRACT 

There are no single materials which can withstand all the extreme operating conditions in 

modern technology.  Protection of the metals from hostile environments has therefore become a 

technical and economic necessity.    

In this work, for enhancing their wear-resistance, boride layers were deposited on the surface of 

low carbon steel by a pack cementation method at 850 °C for (2, 4, and 6) h using vacuum 

furnace. The boronizing process was achieved using different concentration of boron source (20, 

25, and 30) % wt. into coating mixture to optimize the best conditions which ensure the higher 

properties with lower time. The coating was characteristic by X ray diffraction (XRD), and it is 

confirmed the presence of (Fe2B) and (FeB) in the coating. The wear rate, hardness and thickness 

of the boride layers were measured, and it was observed that they effected by concentration of 

boron and time holding of boronizing process. Experimental results show that the higher 

properties of coating layer were obtained with 30% wt. of boron concentration and 4 h time 

holding. 

Keyword: boronizing, diffusion coating. Wear rate. 

 

 معذل البلى والصلادة للفولار الواطئ الكاربون المبورن

 
 جبار حسيه محمذ

 يذسط يساعذ

 انجايعح انركُىنىجٍح-قسى هُذسح انًىاد
 

 الخلاصت

يفشدج يًكٍ اٌ ذرحًم ظشوف انرشغٍم انقاسٍح فً انركُهىجٍا انحذٌثح. نزنك, حًاٌح انًعذٌ يٍ انًحٍظ انقاسً لا ذىجذ يادج 

اصثح ضشوسج ذقٍُح واقرصادٌح. فً هزا انعًم، ونرحسٍٍ يقاويرها نهثهى، ذى ذشسٍة طثقاخ يٍ انثىسٌذ عهى سطح انفىلار 

( ساعاخ تاسرخذاو فشٌ 6، و4، 2و ولاصياٌ   859ُْذ دسجح حشاسج انًُخفض انكاستىٌ تاسرخذاو طشٌقح انسًُرح انصهثح ع

( % يٍ انىصٌ داخم خهٍظ انطلاء 09، و25، 29يفشغ. ذى اجشاء عًهٍح انثىسَح تاسرخذاو ذشاكٍض يخرهفح نًصذس انثىسوٌ  

حٍىد الاشعح صيٍ. ذى ذىصٍف انطلاء تاسرخذاو  تأقمخىاص  أعهى نهحصىل عهىظشوف  لأفضم أفضم انقٍى نهحصىل عهى

ذى قٍاط يعذل انثهى، انصلادج، وسًك طثقح انثىسٌذ، وقذ نىحع  ( فً انطلاء.FeB( و Fe2Bانسٍٍُح وقذ اثثرد وجىد طىسي  

ذأثشها ترشكٍض انثىسوٌ وصيٍ الاتقاء نعًهٍح انثىسَح. اثثرد انُرائج انعًهٍح اٌ افضم خىاص يًكٍ انحصىل عهٍها عُذ انطلاء 

 ساعاخ. 4ٍض انثىسوٌ يع صيٍ اتقاء % يٍ انىصٌ ذشك 09ب 

 

 انثىسَح، انطلاءاخ الاَرشاسٌح، يعذل انثهى. :رئيسيتكلماث 
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1. INTRODUCTION 

Poor wear resistance still the main problem of steel alloys used in application involve aggressive 

conditions and elevated temperature like turbine and power plant applications. 

In recent years, many studies on the enhancing of mechanical properties of materials have been 

carried out. From these researches, it was found that the large improvement in surface properties 

can be achieved by applied surface treatment on engineering materials, Calika, et al, 2008. 

Therefore, the use of surface coatings opens up the possibility for material designs in which the 

specific properties are located where they are most needed. A number of coating systems are 

known ranging from metallic or polymeric to oxide based ceramics. Among them diffusion 

based coatings (pack cementation) have additional advantages of high wear resistance, high 

temperature stability and superior mechanical, Kayacan, et al, 2010. 

Boronizing is a thermochemical surface-hardening process. It's similar to other surface hardening 

treatments, such as carburization and nitriding. In boronizing treatment the surface of material 

was enriched by diffusing boron atoms into the surface at high temperatures, Dong, et al, 2009.  
Industrial boronizing can be applied to most ferrous steels such as structural steels, tool steel, and 

carbon steel as well as to austenitic stainless steels. Thus, boronizing has long been used to 

improve the surface properties of valves, burner nozzle, etc. in the utility industry as boride 

layers have a high hardness, oxidation resistance, strong indicator of wear resistance and fracture 

strength. 

Several researches were accomplished in this field. Calika, et al, 2008, investigated some 

mechanical properties of borided and unborided four types of steels. Boronizing of steels was 

performed by powder pack method at 1210
°
C. Kayacan, et al, 2010, investigated the diffusion 

mechanism of the boronizing process of AISI 1040. While, Pazarlıoglu et al, 2012, studied 

niobium boride layers deposited on the surface of AISI 1010 steel.  

The most of the previous studies (Gatea, and Abbas, 2009, and Al-Azawi, 2005) carried out the 

diffusion coatings in pack process in the range of 1000-1200
°
C. It was found that the pack mass 

was sintered, and stuck to the samples so that it was very difficult to remove the contaminations 

from the pack. The samples were very much distorted and the grain size of the core increased 

due to high temperature and prolonged heat treatment. 

In this study, the pack cementation process was achieved in relatively low temperature (850)
 °
C 

to avoid sintering of the pack and adhesion of material to the samples surface. The coating 

diffusion employed in this work was boronizing coating. 

The aim of this research is to the optimum conditions which brought the higher surface 

properties (hardness and wear). The resultant coatings were characteristic by X-ray diffraction to 

identify the formed phases. The effects of boron concentration and holding time of boronizing 

process were also studied. 

 

2. EXPERIMENTAL WORK 

2.1 Material Selection and Sample preparation 

The substrate material used in this study was low carbon steel. Low carbon steel is widely used 

in different areas of machine constructions. The chemical composition of material used in this 

work was given in Table 1. Before the boronizing, round samples were cut into proper 
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dimensions for each test, and ground up to 600 grid emery paper and then washed ultrasonically 

for 15 min in ethyl alcohol. 

 

 

 

2.2 Coating Process 

Boronizing process was performed using a fluoride-activated powder pack cementation method. 

The boronizing media were composed of different concentration of B4C (20, 25, and 30) %wt., 

5% wt.KBF4 and remaining was SiO2. In this boronizing media, B4C serves as the source of 

boron, SiO2 as the diluent, and KBF4 as the active agent. 

Simple steps was involved to achieve the boronizing process as following: all the media powders 

were mixed in a polyurethane jar for 6 h, using porcelain balls as the mixing medium; low 

carbon steel specimens were buried in the powders and packed into a rectangular stainless steel 

retort (25 cm length, 15 cm width and 8 cm), which was then placed in a horizontal tube vacuum 

furnace (Fig. 1) at 850°C. The heating rate for all runs was 10 °C/min. the varying soaking time 

(2, 4, and 6) h was used to get the lower time possible to achieve the higher properties. After 

treatment, the samples were cooled to room temperature in the furnace. Nine runs were repeated 

in each treatment condition. Fig. 2(a & b) illustrates the boronized and un-boronized samples 

respectively. All experimental work was carried out in metallurgy laboratory in material 

engineering department in university of technology. 

 

2.3 Inspection and Testing 

2.3.1 Characterization of boronizing coatings 

After the boronizing treatment, the thickness of the resultant coating was measured by an eddy 

current based thickness measuring instrument with ND-2 type probe, suitable for ferrous and 

non-ferrous alloys. 

Phase analysis of the boronizing coatings was identified utilizing X-ray diffraction analysis 

(Philips PLO1840 X-ray diffractometer in 2θ ranging between 20˚ to 90˚ using Cu Kα radiation). 

 

2.3.2 Microhardness measurement 

The hardness of the specimens was measured with a Vickers micro-hardometer model (HVS-

1000). The hardness tests were performed under an indentation load of 100 N with a dwelling 

time of 20 s. In order to obtain reliable statistical data, analysis points were spaced so as to 

eliminate the effect of neighboring indentations, and the hardness was evaluated by taking five 

indentations on each specimen and averaging of only three middle values. 

 

2.3.3 Wear test 

Wear tests were performed according to the ASTM G99 for wear testing with a pin-on-disk 

apparatus. The wear rate of the materials were determine at a load of 10N, rotating speed of 

2cm/sec, sliding distance of 50m using a pin-on-disk tribometer.  

Specimens were weighed on an electrical balance with an accuracy of 0.1 mg before and after 

wear testing. Then, the wear rate expressed in (gm/cm) is calculated as follows: 
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Where:    : wear rate in (gm/cm),   : weight loss in (gm),  : sliding distance in (cm). 

  

All of the tests were conducted at ambient atmospheric condition at room temperature (25)˚C. 

Lubrication is not applied to avoid the complication of terbo-chemical effects.  

 

3. Results and Discussion  

3.1 Thickness Measurement 

Thickness of boride samples was in general increases with increasing the concentration of boron 

and time of treatment. The results presented in Fig. 3. Boronizing is diffusion process and 

obeyed the diffusion laws which are agreement with the result of increasing the thickness coating 

with increasing the exposure time to high temperatures.  

Coating thickness of the boride specimens was in range of (0.25-0.135µm). Thinner layers of 

coating were favored in practical application because it can be helped to reduce the defects of the 

like porosity or micro-cracks. 

 

3.2 X-ray Diffraction 

The coating has been characterized by X-ray diffraction.  It was observed that the main phases 

formed on the coating layers were Fe2B, and only a small amount of FeB. The XRD patterns also 

reveal that the increasing of soaking time led to increase the amount of FeB. 

Furthermore, the results indicates that the boron concentration has no much effect on the formed  

phases, only on intensity of Fe2B peak, which become more intensive as boron concentration  

increases. The X-ray diffraction patterns for 30% B4C boride samples treated at different time 

holding are shown in Fig 4. 

 

3.3 Micro-hardness 

The results of microhardness for un-boronized and boronized samples are shown in Fig. 5. It can 

be found from this Figure that the microhardness values of all boronizing coatings are much 

higher than that of the substrate, i.e. 151 HV. 

It is also observed that the value of microhardness was enhanced strongly with increase the 

boron concentration and time of treatment. This improvement can be explained by the fact that 

the diffusion of boron atoms into substrate arise with increasing the period of exposing to higher 

temperature. These atoms produced in deformation of crystal lattice of substrate leading to 

generate of internal stresses. These stresses act as obstacle to motion the dislocation resulting in 

increasing the hardness values. However, during boronizing for longer than 4 h, the micro 

hardness shows to decrease slightly with increasing time. This phenomenon might be attributed 

to the formation of a great number of micro-cracks in the coatings when the treatment was 

carried out for long duration at high temperature. Also, this reduction in microhardness value 

may be caused by the phase transformation and changes in crystalline structure. 

Recrystallization, grain growth and change the microstructure make the metal softer. The similar 

observation was found by Dong, et al, 2009. 
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3.4 Wear Test 

Fig. 6 illustrate the wear rate results. In order to find the differences in wear behavior, through 

their different wear mechanisms, the unboronized specimen was also examined. It is can be 

clearly observed that the wear rates of the boronized specimens were much lower compared with 

those of the unboronized specimen under the employed loads. Moreover, the wear resistance of 

the boronized layer increases with the increase of boron concentration from 20 to 30 % wt. The 

percentage of improvement in wear resistance of boronized samples varied depending on boron 

concentration and time of treatment. 

The maximum improvement percentage was brought with boron concentration 30% and holding 

time 4 h. It is obvious that the wear resistance increases with the increase of the surface micro 

hardness. Hard and complex phases especially the phase (Fe2B) is responsible for the excellent 

wear resistance property of the boronized samples. 

The results of this study suggest that there is an inverse relationship between the hardness and 

wear rate. The harder materials revealed more wear resistance as shown in Fig 7. Although 

similar results have been reported by Borgioli et al, 2005,and Hamood, Abd Al- khalaq F., 

2012, several studies have found no correlation between hardness and wear due to the 

complexity of wear process [Seghi, et al, 1991, Yap, et al, 1997, Mandikos, et al, 2001, and 

Mair, et al, 1996]. 

In other hand, the results can be explained according to wear mechanism. The wear mechanism 

for the un-boronized specimens takes place mainly through scratch and plastic deformation. On 

the contrast, the boronized specimens the wear mechanism are mainly characterized by scuffing 

and brittle micro-fracture. 

 

4. CONCLUSION 

The following conclusions may be drawn from the results obtained in this work: 

 The boronizing coatings were successfully applied by a simple pack cementation process 

onto already prepared low carbon steel samples. 

 The proposed coatings were applied at a relatively low temperature 850˚C, leading to less 

cost and energy consumption during application the coating. 

 increasing the time soaking led to increase the amount of  phase FeB formed in resultant 

coatings, while that the boron concentration has no much effect on the formed  phases, 

only on intensity of Fe2B peak. 

 Boronizing coating improves the micro-hardness value and wear resistance of the resultant 

coatings in all cases. 

 The optimum conditions which brought the higher enhancement of micro-hardness value 

and wear resistance were at 30% wt of B4C with 4 h soaking time.  
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Table 1 chemical composition of metal substrates. 

Element C Mn Fe Si Mo Cu Ti V P 

Low carbon 

steel (wt%) 

0.18 0.8 98.45 <0.05 0.4 <0.05 <0.05 <0.05 <0.05 

Standard (DIN 

LW) 

0.17-0.22 0.6-0.9 98.40 0.04-1 0.4-0.5 ..... ..... ..... <=0.035 

   

 

Figure 1. Vacuum furnace 

Figure 3. Variation of layer thickness as a function of boronizing time and B4C 

concentration. 
 

2 2.5 3 3.5 4 4.5 5 5.5 6
20

30

40

50

60

70

80

90

Time Holding (h)

T
h
ic

k
n
e
s
s
 (

1
0
-6

 m
)

 

 

20% wt. B4C

25% wt. B4C

30% wt. B4C

Figure 2. (a) Boronized and (b) un-boronized samples. 
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Figure 4. X-ray diffraction patterns of boronized samplesat 30% B4C for 

different time treatment:2h,4h, and 6h. 
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 Figure 5. The micro-hardness variation of boronized samples at different time treatment 

and B4C concentration. 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Variation of wear rate to time holding for the boronized samples at different B4C 

concentration. 
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Figure 7. Microhardness (HV) and wear rate boronized samples. 
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ABSTRACT 

      Numerical simulations have been investigated to study the external free convective heat 

transfer from a vertically rectangular interrupted fin arrays. The continuity, Naver-Stockes and 

energy equations have been solved for steady-state, incompressible, two dimensional, laminar 

with Boussiuesq approximation by Fluent 15 software. The performance of interrupted fins was 

evaluated to gain the optimum ratio of interrupted length to fin length (𝛾opt). The different 

geometric parameters of project are assumed such as ratio of interrupted length to the fin length 

and the ratio of thickness to the fin length at different temperature. Results show the 

employment of fin interruption technique for resetting the boundary layer, which was causing 

reduced in thermal resistance. It was also concluded heat flux and heat transfer coefficient direct 

proportional with the temperature difference. Another significant parameter is the value of 𝛾 

which has most advantageous at equal or less 25 after that there is not any significant on the 

value of Nu. The enhancing of thermal performance of the fin and the reduction of the weight of 

it as a result of adding interruption to a vertical fin. 

 Key words: fins; heat transfer; interrupted fins; natural convection. 

 

سعاوف غيز متصهت مستطيهت انمقطع خلال  لاوتقال انحزارة بانحمم انحز مهومذجت رقميت   

 
                   د. عباس جاسم جبيز                                                                                         عهي عبذ انزضا فزحان د.                    

                               يذسط                                                                                                        يذسط                                  

 قسى انهُذسح انًُكاَُكُح                                                                                         ُحهُذسح انًُكاَُكانقسى       

 خايعح واسظ-كهُح انهُذسح                                                                                       خايعح واسظ-كهُح انهُذسح

 

 انخلاصت

اَتقال انحاسج تانحًم انحش يٍ خلال خذاس احادٌ عًىدٌ رو صعاَف غُش يتصهح يستطُهح  تى اخشاء يحاكاخ عذدَح عهً

أداء . نذساسح وحساب Fluent15وانطاقح تاستخذاو تشَايح  Naveries-Stokesانًقطع. تى حم يعادلاخ الاستًشاسَح،

. تى أستخذاو ًَىرج يستقش ، ثُائٍ طىل انضعُفحانًتقطع انً اننحصىل عهً أفضم َسثح تٍُ انطىل اانضعاَف انًُفصهح و

. خلال هزِ انذساسح تى فشض عذد يٍ Boussiuesqالأتعاد لا أَضغاطٍ حُث تى حم انًعادلاخ انحاكًح تاستخذاو ًَىرج 

تٍُ طىل انًتقطع انً طىل انضعُفح، وسًك انضعُفح انً طىنها عُذ دسخاخ حشاسج انًتغُشاخ انهُذسُح انًختهفح يثم انُسثح 

فٍ انطثقح انًتاخًح استخذاو انضعاَف انًتقطعح َعًم عهً حصىل تقطُع يختهفح. اٌ يٍ أتشص انُتائح انتٍ تى انتىصم انُها، اٌ 

. وخذ اٌ انفُط انحشاسٌ ويعايم أَتقال انحشاسج م عهً تقهُم انًقاويح انحشاسَحانحشاسَح انًتكىَح عهً انضعاَف وانزٌ َعً

ىٌ رو َاثُش فعال حُث تك 𝛾انًتغُشاخ انًؤثشج الاخشي هٍ قًُح وخذ اَضا اٌ يٍ اهى َتُاسة يع انفشق فٍ دسخاخ انحشاسج. 

نًقطع تضَذ يٍ . ايا تعذ هزِ انقًُح فاٌ تأثُشها قهُم. اٌ انضعاَف انغُش يتصهح يستطُهح ا𝛾 ≤52يا ذعُ  Nuعهً قًُح عذد

 الاداء انحشاسٌ وكزنك تعًم عهً تقهُم وصٌ انًصذس يًا َؤدٌ انً تقهُم كهفح انتصُُع.

 

 , انحًم انحشانضعاَف انًقطعح , اَتفال انحشاسج , صعاَف :تانكهماث انزئيسي

mailto:alirudhaengmec@gmail.com
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1. INTRODUCTION 

    Natural convection phenomena in enclosures is essential for reliable performance of high power 

density electronics. Buoyancy driven flows have many applications in a widely preferred 

phenomena for it. The Natural convection is one method of rejected heat, which little expensive, 

discreet and most dependable. The heat generated in electronics devices can be controlled by using 

Fin. In the design of efficient cooling system generally 55% of failure mechanisms in electronic 

devices are related to thermal effects. Mostafaviet et al., 2013, Presented compact relationship for 

the Nusselt number based on geometrical parameters for interrupted fins. A two-dimensional 

numerical model for investigation of fin interruption effects by using COMSOL Multiphysics 

software. The results show that interrupted fins enhance the thermal performance of the heat sink 

and reduce the weight of it. Pathaket et al., 2013,studied numerically using FLUENT 6.3, it was 

concerned with heated wall from the rectangular shape with a finned base plate to simulate the 

behavior of air under natural convection. It investigated different fin length and spacing. It 

concluded the fin number (i.e., decreasing fin spacing S/H) significant on the Nu. This value of Nu 

reaches a high value at certain values of (S/H) and with extra increased the number of fins, Nu starts 

to reduction.  

Edlabadkaret et al., 2008, Submitted a numerical analysis using Computational Fluid Dynamics 

(CFD) software, FLUENT, for free convection together to a vertical heated plate in ambient air 

temperature. It was observed that among the three V-type partition plates, subjected to 

computational analysis, 900 V-partition plate gave the maximum heat transfer enhancement at 12% 

and 15.27% for vertical and horizontal partition plate respectively. Wankar, and  Taji, 2012, 

developed experimental setup to study the effect of free convection on rectangular fin model. The 

experimental parameters of this study were fin spacing, height and heater input. The wide range of 

length and spacing was tested with temperature difference. The study concluded that the Natural 

convection manner enhanced the transfer of heat with fin spacing 9-11 mm. It is noticed 

experimentally that the values of Nusselt based on ambient or Nusselt based on base where reached 

maximum value 7.86 and 58.35 respectively. Further, both Nusselt enhanced 81% and 27% 

respectively. Sukumar R. S. et al., 2013, Studied different models which icontained continuous, 

interrupted and interrupted fins with holes by using CFD simulation models. The study concluded 

that the interrupted fins are efficient than continuous, also find the better performance when used 

interrupted fins with hole as a result make reduction of fin‟s weight.  

2. PROBLEM STATEMENT 

     A schematic of the considered heatsink geometry with interrupted rectangular is shown in Fig. 

1. The growth of boundary layer already started when the wall is heated immediately, at the surface 

of the adjoining fins. At the long channel the boundary layer is continuously especially when the 

fins/channels are sufficiently long creating fully developed channel flow. Bejan, 1984, Interrupted 

fins dislocate the thermal boundary layer growth, maintaining a thermally developing flow system, 

which result a higher natural heat transfer coefficient.  
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        In this study the Fluent software ANSYS Fluent has been implemented to investigate the 

performance of 2-D interrupted fins and the effects of fin interruption, then finding of an optimum 

fin interruption to fin length ratio and fin length to fin thickness. It started by using the existing 

analytical models Bar-Cohen and Rohsenow, 1984, and Tamayol et al., 2011  .The idea is to 

decouple the effect of fin spacing from the fin interruption. In the present study, it has been used the 

optimum fin spacing value of 9.5 mm according to Rosenhow-Bar-Cohen model, Bar-Cohen and 

Rohsenow, 1984.  
 

3. NUMERICAL ANALYSIS 

      Advanced solver technology provides fast, accurate CFD results, flexible moving and 

deforming meshes, and superior parallel scalability. Computational Fluid Dynamics (CFD) 

procedures solve all the interacting governing equations in a coupled manner, albeit in a finite 

framework. With a careful use of CFD, its results could be used to validate those of the theoretical 

models, at least qualitatively. 

 

3-1 Modelling in GAMBIT 
       For the simulation part, the model is designed by using GAMBIT 2.4.6 for this configuration. 

This software is provided with the advanced geometry and meshing tools. The functions of 

GAMBIT are design the two dimensional (2-D), setup the boundary condition for each edge and 

faces, and provide the meshing analysis for each configuration. The data are for heat sinks with fin 

length of L = 1400 mm and fin spacing of S = 9.5 mm. The interrupted fins have been modeled with 

the various values of δ which represents the ratio of the fin length l, to the fin thickness t, (δ = 5, 

7.5,10 and 15) and with various values of γ which represent the ratio of the interrupted length, G to 

the fin length, l, (γ =5, 10 and 30) as shown in Fig.1. 

The numerical examination of the flow behavior of air under the steady state condition has been 

studied at both the inlet and outlet of interrupted fins. The fluid flow calculation has been simulated 

using FLUENT software. The buoyancy driven flow in the system was assumed to be laminar based 

on previous studies. The boundary condition of model is defined the situation occur at the surface 

condition in term of friction. Meanwhile, defining the meshing is vital in order to discrete each part 

to certain section for more accuracy FLUENT‟s analysis. It is important to define model, meshing, 

and boundary conditions before running into FLUENT. The suitable boundary conditions are 

needed for a successful computational work. After creating a geometry which have one surface 

defined the specify boundary types of heat sink, the fin length such as the isothermal wall , while 

the entry and exit zones type is Inlet and Outlet-Pressure boundary and interruption length is 

symmetry as shown in Fig.2.The surface was meshed for the heat sink using a Quad element of 

Pave schema type in the space interval size (0.001) chosen as shown in Fig.3, the Gambit grid 

generator used approximately (0.5) million computational cells for different cases. No-slip 

condition is applied for velocity and temperature on the walls. 

 

 
3-2 Simulation with FLUENT 
      FLUENT solves the governing integral equations for the conservation of mass, momentum, 

energy. There are two processors used to solve the flow and heat transfer equations. The first 
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preprocessor is the program structure which creates the geometry and grid by using GAMBIT. The 

second post processor is solving Navier-Stokes equations which include continuity, momentum and 

energy. Bocu and Altac, 2011.  

The set of conservation equations are: 

Mass conversion equation 

 
                                                                                                                                                   (1) 

Momentum. 

(   )   
 

 
             (    )                                                                                      (2) 

Energy. 

(   )                                                                                                                                        (3) 

The analysis is carried using laminar flow. The effect of density variation with temperature 

estimated by Boussinesq approximation. In the current study there are different wall temperatures of 

(20 ,30 ,40 ,50 ,60 and 100 ºC) will be used. The interruption region used the symmetry boundary 

condition when there is no heat flux in the direction normal to the fin surfaces. The pressure inlet 

and outlet boundary condition are applied to the channel inlet and out let which define at inlet and 

outlet as static/gauge pressure boundary. „„A no-slip isothermal solid surface is considered for the 

walls. Fig. 2, shows the numerical simulation of the domain considered, along with the chosen 

boundary conditions for continuous and interrupted fins‟‟. The initially condition for second order is 

used in this study. 

 

4. SIMULATION RESULTS 

4-1 Validation of the Present Work 

       The present numerical simulation results have been validated with Mostafavi, G. 2012. In 

Fig.4, it can be seen that there is a good agreement between our numerical simulation results with 

the correlation equation of it and the error is not more than 6%. 

 
4-2 The Variation of Heat Sink on Temperature and Velocity Distribution. 

      A single channel has been chosen to show the effect of interrupted length on the temperature 

and velocity distribution. Figs. 5. to 8. show the temperature and velocity distribution contours. The 

effect of interruption length on the thermal boundary layer could be noticeably observed. The 

figures show also the effect of repeated interruption on temperature distribution and restore the 

thermal boundary layer in the channel. The repeated resetting is lead to delay the flow to get the 

fully-developed condition. 

The development of flow in the channel can be seen through a largamente regions. The flow in the 

lower, middle and top regions is non uniform developing flow due to discontinuous of the thermal 

boundary layer. The velocity increases as the channel height increase due to the buoyancy effect. 
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4-3 The Variation of the Interruption Length 

 The effect of important parameters on heat transfer from interrupted rectangular fins has been 

investigated. The effect of the fin length l and fin interruption length G on Nusselt number is shown 

in Figs. 9 to 14. It is clear that the relation between 𝜉 and the Nusselt number was directly 

proportion. Which is meaning the heat transfer coefficient improved. These Figures prevail if the fin 

length is constant, and G is variable, it can conclude that the Nusselt number increases. Another 

significant parameter the value of 𝛾 which is most advantageous when 𝛾 ≤ 25 after that not any 

significant on the value of Nusselt number. 

 

4-4 The Variation of Temperature Difference 

    The relation between Nusselt number and 𝛾 with different temperatures (different heat fluxes) 

can be seen in Figs. 15. to 18. The result shows the Nusselt number has increased when the 𝛾 and 

temperature of fins wall was increased. In another word when the heat flux increases the heat 

transfer coefficient enhanced. Therefore the increasing of fin interrupted length causes an increase 

in the heat flux due to butter interruption in the thermal boundary layer, as well as the number of 

interruption length.  

 

4-5 The Effect of Different Temperature on Heat Flux and Heat Transfer Coefficient 

    The numerical simulation result of the heat flux from heat sink with interrupted fins as a function 

of different wall temperatures are shown in Figs. 19. to 22. As it was expected the heat flux 

improves as 𝛾 increases (i.e., as G increases). The increasing of heat flux due to enhance 

interruption in thermal boundary layer. It is clear from Figs. 23. to 26 depict the relation between 

different temperature and heat transfer coefficient with different 𝛾. This show that the heat transfer 

coefficient enhances as the different temperature and 𝛾 increase. Further the effect of different 

temperatures have not significant on the heat transfer coefficient when the temperature is greater 

than 70 
o
C in all cases. That means the interruption length leads to a higher thermal performance 

due to the fact that interrupted fins dissipation the thermal boundary layer growth, thus, leads to a 

higher natural heat transfer coefficient. 

 

5- CONCLUSIONS 

Numerical studies have been performed for free convective heat transfer from installed interrupted 

rectangular fins in order to find the relation between heat sink with different parameters (such as fin 

length and interrupted length) and heat transfer coefficient. The following conclusion can be 

considered as follows: 

 

 

 The most significant component of the current study is the strength of character of the effect 

of interruption length in natural convection fin. The purpose of employment the fin 

interruption technique for resetting the boundary layer, which was causing reduced in 

thermal resistance.       
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 The increasing the fin interruption length and the number of interruptions cause an 

increasing in the heat flux which is a result of the frequent resets imposed on to the thermal 

boundary layer, in other word “better” interruption occurs in the thermal boundary layer. 

 In this study the optimum ratio of interrupted length to fin length (𝛾opt) is a function of 

surface temperature, for different length (  12.5 mm<𝑙<37.5 mm), as follows. 

 

𝛾     (
 

𝑙
)
   

  (
       
    

)
 

 

 

Where C = 11 and n  =  -2.18 

 

 

 The heat flux, and the heat transfer coefficient are direct proportion with the temperature 

difference. Another significant parameter the value of 𝛾 which is most advantageous ≤ 25 

after that there is not any significant on the value of Nusselt number. 
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NOMENCLUTER 

 

Symbol Description Unit 

G interrupted length m 

g gravitational acceleration,  m/s
2
 

h heat transfer coefficient W/m
2
k 

j unit vector in y-direction  

L total length  m 

l fin length  m 

Nu nusselt number   

P pressure N/m
2
 

S fin  spacing  m 

T temperature C° 

V velocity  m/s 

α thermal diffusivity  
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β thermal expansion coefficient K
-1

 

  divergence  

γ ratio of the interrupted length, G to the fin length, l  

δ the ratio of the fin length l, to the fin thickness t  

ν kinematic viscosity  m
2 
/s

 

ρ fluid density kg/m3 

C , n constant   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Schematic of the considered 

heatsink geometry interrupted rectangular. 

finned heat sink  
 

s 

l 
G 

L 

 

Figure 2. Schematic of the numerical domain 

of interrupted fins and boundary conditions. 

interrupted fins.  
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l 

Pressure 
inlet 
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http://en.wikipedia.org/wiki/Divergence
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Figure 4. Validation of computational analysis graph. Figure 3. Grid used in the model . 

for interrupted fins 

  

Figure 5. Temperature distribution contours of the inturrputed fins for δ=5 and 

γ=10 with isothermal temperature = 60 
o
C. 
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Figure 6. Velocity  distribution contours of the interrupted fins for  δ=5 and γ=10 

with isothermal temperature = 60 
o
C. 

 

 

Figure 7. Temperature distribution contours of the interrupted fins for  δ=5 and 

γ=5 with  isothermal temperature = 60 
o
C. 
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Figure 8. Velocity  distribution contours of the interrupted fins for  δ=5 and γ=10 

with isothermal temperature = 60 
o
C 
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Figure 9. The effect of interruption length on 

Nu. With different δ = l/t at T=20 
o
C. 

Figure 10. The effect of interruption length on 

Nu. With different δ = l/t at T=30 
o
C. 

Figure 12. The effect of interruption length on 

Nu. With different δ = l/t at T=50 
o
C. 

Figure 13. The effect of interruption 

length on Nu. With different δ = l/t at T=60 
o
C. 

Figure 11. The effect of interruption length on 

Nu. With different δ = l/t at T=40 
o
C. 

Figure 14. The effect of interruption 

length on Nu. With different δ = l/t at 

T=100 
o
C. 
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Figure 15. The effect of interruption length on 

Nu. With different temperature at δ = 5. 

Figure 16. The effect of interruption length 

on Nu. With different temperature at δ = 7.5. 

 

Figure 17.  The effect of interruption length on 

Nu. With different temperature at δ = 10. 

 

Figure 18.  The effect of interruption length on 

Nu. With different temperature at δ = 15. 
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Figure 19. The effect of heat sink on heat 

flux with different 𝛾 at 𝜉 =5. 

Figure 20. The effect of heat sink on heat 

flux with different 𝛾 at 𝜉 =7.5. 

Figure 21. The effect of heat sink on heat 

flux with different 𝛾 at 𝜉 =10. 

Figure 22. The effect of heat sink on heat 

flux with different 𝛾 at 𝜉 =15. 
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Figure 23. The effect of heat sink on heat 

transfer coefficient with different 𝛾 at 𝜉=5 
Figure 24.  The effect of heat sink on heat 

transfer coefficient with different 𝛾 at 𝜉 =7.5. 

Figure 25. The effect of heat sink on heat 

transfer coefficient with different 𝛾 at 𝜉 = 5 

Figure 26. The effect of heat sink on heat 

transfer coefficient with different𝛾at 𝜉 =7.5. 
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ABSTRACT 

In this research the specifications of Iraqi drinking bottled water brands are investigated throughout 

the comparison between local brands, Saudi Arabia and the World Health Organization (WHO) for 

bottled water standard specifications. These specifications were also compared to that of Iraqi Tap 

Water standards. To reveal variations in the specifications for Iraqi bottled water,  and above 

mentioned standards some quality control tools are conducted for more than 33% of different bottled 

water brands (of different origins such as spring, purified,..etc) in Iraq by investigating the  selected 

quality parameters registered on their marketing labels. Results employing Minitab software (ver. 

16) to generate X bar, and Pareto chart. It was found  from X bar charts that the quality parameters 

of some drinking bottled water brands are not within Iraqi standards set by the “Central Agency for 

Standardization and Quality Control” such as pH values, Fe, Na, and Mg concentrations.  

While the comparison of previously mentioned standard specifications through   radar chart   many 

important issues are detected such as the absence of  lower limits  the whole bottled water quality 

parameters  such as for Na and Mg  also the radar chart shows that Iraqi bottled and tap water 

specifications are almost equal in their quality values. Also the same chart pictured the limited range 

of Iraqi specifications compared to that of Saudi Arabia, and WHO and the need to introduce other 

water specifications such as K, Na, etc. This confirms the need to improve Iraqi bottled water 

specifications since it was introduced on 2000. 

These results also highlighted the weakness of quality assurance activities since only 33 % of the 

investigated companies registered the whole water quality specifications as shown in Pareto chart. 

Other companies do not register any quality characteristics. Also certain companies should be 

stopped due to non-conforming specifications, yet these companies are still producing and selling 

their products in the local market. Quality assurance requires continually monitor the reliability 

(accuracy and precision processes) of Iraqi drinking bottled water companies to match the Iraqi 

Specification Standards, and those companies should continually  approve “How good (accurate and 

precise) is their product( water quality) produced?”. 

 

Key words: quality assurance, Iraqi bottled water, labels, tap water, specifications, WHO, control 

chart, radar chart. Pareto chart. 
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 ضمبن وىعيت مىاصفبث الميبي العراقيت المعبأة ببلقىبوي   

 فبته فؤاد عبذ الرزاق

 يذسط يغبػذ

/ اندبيؼخ ُْذعخ الاَزبج ٔانًؼبدٌ  

انزكُٕنٕخٛخ   

 د. لميبء محمذ داود

 اعزبر

 ُْذعخ الاَزبج ٔانًؼبدٌ / اندبيؼخ

انزكُٕنٕخٛخ   

 د. مي جىرج اميه

 اعزبر يغبػذ

ُْذعخ الاَزبج ٔانًؼبدٌ / اندبيؼخ 

 انزكُٕنٕخٛخ

   

 الخلاصت

ػهٗ انًهصك انزؼشٚفٙ نششكبد  خػهٗ انجٛبَبد انًغده ا  ثبنمُبَٙ اػزًبد حأرى فٙ ْزا انجحث انزحمك  يٍ يٕاصفبد  يٛبِ انششة انًؼج

نهًٛبِ  خانؼبنًٛ خنًُظًخ انصح خانمٛبعٛ خٔ انًٕاصف , خانغؼٕدٚ خانًٕاصفٔ خانمٛبعٛخ انًٕاصفبد انؼشالٛ ثُٛٓب ٔثٍٛ ٔانًمبسَخ خيحهٛ

  ضاؼشعزانغشض  .يٍ انحُفٛخ ء انششةنًب خانمٛبعٛ خيمبسَخ ْزِ انًٕاصفبد يغ انًٕاصفبد انؼشالٛ ذ. كًب رً ِ ثبنمُبَٙأؼجًان

ثبنمُبَٙ    حانًُزدخ نهًٛبِ انًؼجأ  خ% يٍ انششكبد انًحهٛ 33لاكثش يٍ   انًزكٕسِ اػلاِ ٔانًٕاصفبد خانؼشالٛ انزجبٍٚ فٙ انًٕاصفبد

ثٍٛ يخزهف   خهًمبسَن انشاداسٔيخطػ   خانُٕػٛ حادٔاد انغٛطش ثؼط واعزخذ )يٍ يصبدس يخزهفخ يثلا ُٚبثٛغ , يٛبِ يُمبح, ....انخ(

( 16)أصذاس  يُٛٙ ربة. رى اعزخذاو ثشَبيح  خيثجذ ػهٗ يهصمبرٓب انزدبسٚكًب انششكبد  ًُزٕخبد رهكن خ انًُزخجخانخٕاص انُٕػٛ

  اٌ يٍ نٕحخ انغٛطشح نهًزٕعػ  ٔخذ . ًخطػ  ثبسٚزٕنٔ  خنهًزٕعػ نًخزهف انخٕاص انُٕػٛ حنغشض رٕنٛذ كم يٍ نٕحخ انغٛطش

اندٓبص انًشكض٘  يٍ لجم" نًؼذحا خاصفبد انؼشالٕٛظًٍ انً ذنٛغ أحنهًٛبِ انًؼج خنجؼط انؼلايبد انزدبسٚ خؼط  انخٕاص انُٕػٛث

ثًُٛب  اظٓش  .( خ " كًب فٙ لًٛخ انذانخ انحبيعٛخ ٔرشاكٛض كم يٍ ) انحذٚذ ٔ انًغُٛغٕٛو ٔ انصٕدٕٚوانُٕػٛ حنهزمٛٛظ ٔانغٛطش

ػذح يؤششاد آًْب خهٕ انًٕاصفخ انؼشالٛخ نهحذٔد انذَٛب  لا٘  ب  يخطػ انشاداس ٔػجشانًمبسَخ ثٍٛ انًٕاصفبد انمٛبعٛخ انًزكٕسح اَف

ٔانز٘ يٍ انًٓى ادساخّ فٙ انًٕاصفخ  كًب فٙ انحذٔد انذَٛب  نًبدرٙ انصٕدٕٚو ٔ   حخبصٛخ يٍ انخٕاص انمٛبعٛخ نهًٛبح انًؼجأ

  ٔاٚعب   .ح .  كًب اظٓشد َزبئح َفظ انًخطػ  انزمبسة انشذٚذ ثٍٛ يٕاصفبد يٛبِ انششة يٍ انحُفٛخ ٔانًٛبِ انًؼجأ ٛغٕٛوانًغُ

اظٓشد انُزبئح يحذٔدٚخ انًٕاصفبد انؼشالٛخ انًذسخخ يمبسَخ يغ انًٕاصفخ انغؼٕدٚخ ٔيٕاصفخ يُظًخ انصحخ انؼبنًٛخ يٍ حٛث 

ثزشكٛض انجٕربعٕٛو ٔ انصٕدٕٚو ٔغٛشْب يًب ٚشٛش انٗ ظشٔسح رطٕٚش انًٕاصفخ انؼشالٛخ  خهْٕب يٍ ثؼط انًٕاصفبد انًزؼهمخ

 .  2000كَٕٓب اصذاس ػبو 

لذ   انجحث لٛذ% فمػ يٍ انششكبد 33اٌ  اظٓش يخطػ ثبسٚزٕحٛث  خظًبٌ انُٕػٛ اخشاءاد ظؼف  انجحث َزبئح كًب  ثُٛذ 

ثؼط  ظشٔسح رؼهٛك اَزبج  . كزنكخفٙ يهصمٓب انزؼشٚفٙ ا٘ يٕاصف سجذهى رفثمٛخ انششكبد ِ ايب عدهذ كم يٕاصفبد انًٛب

 ػهًب اٌ ْزِ انششكبد خانؼشالٛ خيغ انًٕاصفبد انمٛبعٛ يُزٕخٓب ػذو يطبثمخ يٕاصفبد ثغجت  حأانًؼج ِنهًٛب خانششكبد انًُزد

)دلخ ٔظجػ انؼًهٛبد( نًٕثٕلٛخ   حيغزًش خٚزطهت ػًهٛخ يشالج خظًبٌ انُٕػٛ اٌ ًُزدبرٓب.ث ضٔد انغٕق انًحهٛخٔرثبلاَزبج  يغزًشح

 ٛمخدل كى ْٙ  ثبعزًشاس ثجذ, ٔػهٗ انششكبد اٌ رخانمٛبعٛ خثبنمُبَٙ نهًٕاصفبد انؼشالٛ حأانًؼج ِنهًٛب  خانًُزد خنهششكبد انؼشالٛ

  انًٛبِ( انًُزدخ. ٕغخ  يُزدبرٓب )َٕػٛخعجئ

 

  خ,انؼبنًٛ خيُظًخ انصح, ًٕاصفبدان , خ,انًهصك انزدبس٘ ,  يٛبِ انحُفٛ حأانًؼج خ, انًٛبِ انؼشالٛخظًبٌ انُٕػٛ  :  رئيسيتالكلمبث ال 

   .نهًزٕعػ , يخطػ انشاداس , يخطػ ثبسٚزٕ حنٕحخ انغٛطش
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1- INTRODUCTION  

        Although Iraq has two major rivers as natural water sources, these sources are generally 

polluted, biologically and chemically as a result of lack in appropriate systems for safe disposal of 

sewage, wastewater, industrial, agricultural and medical waste. Water treatment plants, pumping 

stations and water networks suffered from lack of maintenance resulting breakdown ,Stars Orbit 

Consultants and Management Development, 2010. In general, the quality of water is equally 

important as its quantity therefore; water quality is considered as the factor to judge environment 

changes which are strongly associated with social and economic development ,Toma, et al., 2013. 

Bottled water can be defined as any potable water that is manufactured, distributed or offered for 

sale, sealed in food-grade bottles or other sanitary container and intended for human consumption 

Sources of water in bottled water may be springs, wells, or other approved sources, the water inside 

these bottles may be distilled, Carbonated, Ozonized or filtered ,Toma, et al., 2013 and  

Alabdula’aly, and Khan, 1999. 

In developing countries about 1.8 million people, mostly children, die every year as a result of water 

related diseases. Tap water may be harmful to human health due to contamination with microbes. 

Tap water quality may change as a result of exposure to the surrounding environment as open tanks 

or in pipes throughout distances before reaching the consumers , 1991المفرجي , والعساوي ,  ,  and 

Fadhel, 2010. The most important characteristic of bottled water over tap water is the quality, 

especially in terms of taste and regularity. Therefore, bottled drinking water is one of the most 

important sources of drinking water not only in Iraq, but also in the entire world ,World Health 

Organization (WHO), 2004.  Bottled water industry is one of the most thriving industries, in Iraq 

and worldwide. It is the fastest growing drink choice where  water consumption worldwide is  

increased by average 10% annually, therefore, became  the most dynamic sector of all food and 

beverage industries due to accessibility, relatively low cost, better taste, and lower level of 

impurities , Saravanan and Nagarajan, 2013, and  2002 رزوقي والراوي . The bottled drinking water 

industry in Iraq represents 54% over other food industries, more than 100 factories are registered 

(excluding the northern government) these factories produce about 160 Million m³/yr. The factories 

authorized in Iraqi were 10 factories until the end of 2006; currently 234 factories are under 

construction distributed on the different Iraqi governorates. This increase is driven by decrease in 

tap water quality, the lack of control that offers high risk practices that contribute in environmental 

degradation, contamination of natural water resources, and the percentage of failure to conform 

health requirements to Iraqi Standard Specifications released on (2000) , 2010,  العساوي واخرون . 

Baghdad and other governorates are the most affected areas knowing that the highest production 

rates of bottled water factories is also in Baghdad about 11 Million m³/yr ,المذيريت العبمت للتىميت الصىبعيت. 

In this research quality control tools is conducted for more than 33% of different bottled water 

brands in Iraq by investigating the quality parameters registered on their marketing labels. Since 

quality reported in different bottled water labels should continually be assured so that companies 

could answer to the question “How good” (accurate and precise) they are ,U.S. Environmental 

Protection Agency Office of Research and Development, 1979. The collected data are analyzed 

and compared to Iraqi, Saudi Arabia, and World Health Organization (WHO) Standards so as to 

investigate differences in quality characteristic. Also to inform consumers that are not involved in 

the operations of this product quality as it is the goal of quality assurance activities. In the next 

paragraph literature survey is conducted to prevail Iraqi and international interest in bottled water 

quality followed by analysis of results and discussion. Finally conclusions are presumed and stated. 
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2- LITERATURE SURVEY 

        The attention of many researchers is directed towards drinking bottled water quality as they 

studied water specifications from different aspect such as chemical, biological, etc. Ahmed, and 

Bajahlan, 2009. compared the quality of drinking bottled water with tap water; the results showed 

that there were no significant differences in the quality of tap water and drinking bottled water in 

Saudi Arabia. Their physicochemical analysis showed the persistent quality of tap water. Based on 

hardness analysis, bottled and tap water are categorized as soft water. 

Matloob, 2011, evaluated Fluoride content of tap and drinking bottled water currently consumed in 

Babel governorate in Iraq to determine whether Fluoride intakes by Iraqi consumers fell within the 

recommended Iraqi ranges. It was found that the level of Fluoride is far below the level 

recommended by World Health Organization (WHO) and that of Iraqi tap water specifications. 

Semerjian, 2011, collected 32 different bottled water brands, analyzed them into various 

physicochemical levels then compared results with Lebanese institution standards for bottled water, 

where many characteristics are investigated, yet the majority that met different bottled water 

standards for physicochemical parameters. 

Abdulraheem, et al., 2012, focused on measurements and comparison of bacterial concentration of 

endotoxin in variety samples for tap water and bottled water in Kuwait using the Limulus 

Amoebocyte lysate test. Researchers proved that drinking bottled water has less endotoxin compared 

to that of tap water. 

Queiroz, et al., 2012, presented data from two Canadian newspapers of national circulation, for tap 

water and bottled water. The researchers used quantitative and qualitative data for their analysis. 

They observed that the selected print media presented wide range of news reports that provide the 

reader with thoughts on the current situation of water supply quality in Canada. The media has been 

supportive to consumers with important advices to reduce health threats. 

3 - QUALITY CONTROL TOOLS 

        Seven basic tools of quality is a designation of statistical techniques identified as being most 

helpful in troubleshooting issues related to quality. These tools can be used to solve the majority of 

quality-related issues. The seven tools are ;(Cause-and-effect diagram, Check sheet, Control charts, 

Histogram, Pareto chart, Scatter diagram and flow chart)  ,Montgomery, 2005, Kaoru, 1985, 

Masaaki, 1986 and Juran , 1951. 

In this research, control (X-bar) and Pareto charts were employed while Radar chart is used to show 

the range and differences among the Iraq Specification and other standards.  

Quality control and quality assurance differs in their prime goal since, the prime purpose of quality 

control is to serve those who are directly responsible for conducting operations and help in 

regulating current operations. While quality assurance primary purpose is to serve those who are not 

directly responsible for conducting operations but who need to know (consumers) ,Kazemzadeh, et 

al., 2013. 

In general, control chart is used to distinguish between variations in process resulted from common 

and that special causes. Every process has variations; this could be special cause variation. Other 

variations are simply the result of numerous, ever-present differences in the process ,Miller and 

Freund, 1985 and Walkenbach, 2003. Control chart (X-bar) to build need three principals lines 

are; the upper line (UCLX ) as the upper control limit and the lower line (LCLX) as the lower control 

http://en.wikipedia.org/wiki/Troubleshooting
http://en.wikipedia.org/wiki/Quality_(business)
http://en.wikipedia.org/wiki/Ishikawa_diagram
http://en.wikipedia.org/wiki/Check_sheet
http://en.wikipedia.org/wiki/Control_chart
http://en.wikipedia.org/wiki/Histogram
http://en.wikipedia.org/wiki/Pareto_chart
http://en.wikipedia.org/wiki/Scatter_plot
http://en.wikipedia.org/wiki/Flow_chart
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the center line (CLX ) arithmetic mean ( ̅) limit,  calculated according to equations below ,Miller 

and Freund, 1985. 

     
 

 
∑  ̅ 
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  ̅
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                                                                                                                                     (3) 

 

  Where; (   ) is the arithmetic mean of the measurements for  

              X 1….n denotes the number of samples. 

 

If a point lies within UCL, LCL, then the process is deemed to be under control. Otherwise, a point 

plotted outside the control limits can be regarded as evidence representing that the process is out of 

control. The performance of a control chart, especially X-bar chart, is usually evaluated under the 

assumption that there are no errors in estimating the process standard deviation used to determine 

the control limits (this is, of course, not always the case in practice) ,Saravanan and Nagarajan, 

2013  and Miller and Freund, 1985. 
Pareto charts could be in both bars and line graph, where individual values are represented in 

descending order by bars, and the cumulative total is represented by the line. The vertical axis is 

the frequency of occurrence, while the vertical axis is the cumulative percentage of the total number 

of defect occurrences ,Kaoru, 1985 and Masaaki, 1986.  

Although Radar chart is not one of the seven quality control tools but it represents an effective 

graphical diagram of displaying multivariate data in the form of a two-dimensional chart for many 

quantitative variables represented on the axis starting from the same point. The application of radar 

charts is the control of quality improvement to display the performance metrics of any ongoing 

program ,Walkenbach, 2003.  

 

4- EXPERIMENTAL PROCEDURE 

        In this study thirty five  different types of Iraqi drinking bottled water labels are collected, three 

samples of each label is collected and the sample size is of (500ml/volume). These samples are of 

different Iraqi resources (springs, drinking water and purified bottled water), from different Iraqi 

governments. The specifications registered on the labels by the manufacturers are different, and 

quality parameters may vary such as for (pH, TDS, Ca, Na, Mg, K, Fe, Cl, and F) depending on the 

origin of the water and the manufacturing company purification processes. The previous nine 

parameters were chosen because they mostly exist in this study. The parameter value is compared 

first with Iraqi standard specifications set by the “Central Organization for Standardization and 

Quality Control” ,Juran , 1951 then with other standard specifications. Results are generated 

employing Minitab software (Ver. 16) to generate X-bar, and Pareto chart. 
 

 

http://en.wikipedia.org/wiki/Bar_chart
http://en.wikipedia.org/wiki/Line_chart
http://en.wikipedia.org/wiki/Frequency_probability
http://en.wikipedia.org/wiki/Quality_management
http://en.wikipedia.org/wiki/Performance_metric


Journal of Engineering Volume   21  October  2015 Number 10 
 

 

119 

 

5- DATA ANALYSIS, AND DISCUSSION 

        Each brand is  given a specific number instead of the  company trade name, as shown in Table 

1. considering that No. 1 to No. 14 represent bottled from northern Iraq (are spring water), from 

No.15 to 35 are for  other Iraqi governorate (drinking water). The specifications of the collected 

samples are listed in Table1, where some factories are not committed to set all the quality 

characteristics. Some factories set most of the quality characteristic such as in northern Iraq form 

{No.1 to No.14}.Other characteristics that are not stated since water origin is spring water from 

Table 2 it could be noticed that there is no significant differences between Iraqi tap, and bottled 

water specifications this requires essential developments in bottled water specifications since 

consumers are currently paying more for almost the same water quality. Also bottled water 

specifications were released more than one decade ago on (2000) hence, updating these standards 

for such important industry is crucial as it is related to everyday use and human health. 

To verify and compare Iraqi bottled water specifications with that of drinking water and tap water 

standards. Also Saudi and WHO standards are listed in Table 2.This table shows that Iraqi 

specification ,Stars Orbit Consultants and Management Development, 2010, واخرون العساوي  and  

2001,  (714المىاصفت القيبسيت العراقيت لميبي الشرة رقم)  ,2010 . are less restricted (wide range of values as in 

Mg and Ca values). Sometimes these specifications are far behind these standards as in TDS values, 

other quality characteristics values are not even included as in Na, or K values. As a result, these 

characteristic should be introduced and reviewed continuously to reduce the gap between other 

standards and that of Iraqi standards. It’s worth mentioning that Saudi Arabia specifications’ , الهيئت

2002, كبمل, 1994السعىديت للمىاصفبث والمقبييس, العربيت  . is one of Iraqi specifications references, yet Iraqi 

specifications are still behind their reference values. On comparison with WHO specifications 

,World Health Organization (WHO), 2004, and Darapu, and et al., 2011. the values of Iraqi 

standards for (Ca, Fe, Cl) are on its maximum acceptable values to WHO standards as could be 

noticed from Table 2.  

All samples had expire date of one year from production date (that should be included also in the 

specifications). From Table 1 and Fig. 1 it could be noticed that most of the investigated companies 

(35) does not classify more than (33%) Iraqi bottled water required characteristics {No. 1937/ 

(2000)}.Only (28 %) of the investigated bottled water factories registered all specifications that are 

declared in Iraqi bottled water specifications (2000). Also (40%) of the investigated companies in 

this research do not register (50%) of the Iraqi specification. While for company No. (27). No 

specific characteristic of the nine characteristics is registered, and this company still selling in the 

local market.    

Pareto chart shows the accumulative specifications that are not registered for the collected Iraqi 

samples Fig.1 where the horizontal axis represents the not registered characteristics on the water 

bottle  label, and the vertical axis presents the number of companies investigated in this study. The 

above mentioned percentages could be observed clearly in this Pareto chart Fig. 1.  

Fig.2 presents comparison between (Iraqi, Saudi Arabia and Worldwide) Standards, Radar chart is 

conducted to reveal the range for each specification value, and the full view of each standards in 

graphical comparison between (Iraqi, Saudi Arabia and Worldwide). From Fig. 2  and Table 2 it 

could be noticed the absence of minimum limit values for Iraqi tap water standards. Since only the 

maximum values for each quality is stated, consequently updating this standards is essential. Also 

the limited range of coverage for Iraqi bottled water specifications in both aspects of values and 

existing characteristics, compared to the wide range covered especially by World health 
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organization standards. This means that Iraqi Specifications should be developed to enhance water 

specifications and update the standard periodically for this important industry that is related to 

everyday use and human health. These not including characteristics should be introduced and 

reviewed continuously to improve these characteristic also to reduce the gap between other 

standards and that of Iraqi standards.   

Detailed notes and results of specifications for selected parameters are shown below as control 

charts for nine different water in Figs. 3 to 11 {knowing that the red line indicates to the upper and 

lower control limits and the green line indicates to center line or means} generated employing 

Minitab software (Ver. 16).   

    

  pH  

pH is a measure of the activity of Hydrogen ions (H+) in a solution  therefore, solution is either 

acidic (pH less than 7) or alkaline (pH greater than 7), pure water of pH very close to 7 

,http://www.engineeringtoolbox.com/food-ph-d_403.html. pH value according to Iraqi Standards  

for drinking bottled water ranges (6.5 – 8.5), but for WHO Specifications pH ranges  (6.5 – 8.5) and 

their values do not exceed the allowable limits, as shown in Fig.3 from this control chart it was 

found that company No. (18) does not reach the minimum limit (almost acidic). While for 

companies No. (26 and 30) pH values are not verified in their labels although it is basic and 

important characteristics. 
 

 Total Dissolved Solids (TDS)  

This quality characteristic is not included in Iraqi standard specification yet, although it is an 

important quality characteristic parameter. Yet it could be noticed from Fig.4  that (50 %) of Iraqi 

companies tested in this study haven included the (TDS) values in their labels. Total dissolved solid 

(TDS) describe the inorganic salts and small amounts of organic matter present in water. The 

presence of dissolved solids in water may affect its taste. The estimated taste levels of TDS found as 

excellent (less than 300 mg/l), good between (300 and 600 mg/l) fair, between (600 and 900 mg/l); 

poor, between (900 and 1200 mg/l) and unacceptable (greater than 1200 mg/l).Water with extremely 

low concentrations of TDS may also be unacceptable because of its flat, insipid taste ,Gray, 2008, 

Total dissolved solids in Drinking-water, 2003. As a benchmark for assessment and verification 

X-bar chart for this investigated characteristic employ Saudi Arabia standard specification of bottled 

water as shown in Fig. 4 where the minimum TDS value is (100) and the maximum value is (700).  
 

  Calcium (Ca) 

Calcium is one of the important elements to human body essential to embryonic stages of growth, 

pregnancy and lactation, as well as its importance in the formation of bones and teeth, blood 

clotting, and the work of the nervous system ,Gray, 2008. From control chart Fig. 5 it could be 

noticed that all the investigated companies haven’t exceed Iraqi standard specification limits that is 

equal to (75.0 mg/l). Ca value for WHO specifications is (0.10 mg/l). It could be noticed from Fig. 5 

for companies’ No. (22 and 24) hadn’t inscribed Ca content in their labels. Whilst for companies 

No. (13 and 21) Ca value is out of control limits. Therefore, better quality control, inspection and 

quality assurance to such factories’ specification is mandatory.  

 

 

http://www.engineeringtoolbox.com/ph-d_483.html
http://www.engineeringtoolbox.com/food-ph-d_403.html
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  Sodium (Na) 

Sodium value must be kept at minimum values because death of babies may occur, drinking formula 

feeds made up with high-Sodium mineral waters, so exploit the water with lowest Sodium content 

you can get. The taste sill for sodium in water depends on the associated anion and the temperature 

of the solution ,Gray, 2008. Na values are also not set in Iraqi standards neither in Saudi Arabia 

standards, but the minimum value for WHO standards is (0.20 mg/l) and the maximum limit is not 

recorded since less is better. Certain Iraqi companies didn’t exceed the minimum limit, while for 

companies No. (17 and 23) their values are out of control limit. Whilst (25 %) of companies haven’t 

include Na in their specification labels. as shown in control chart Fig. 6. 
 

  Magnesium (Mg) 

Along with Calcium, Magnesium is a major constituent of water hardness and a major dietary 

requirement for human. Levels are generally low in bottled water, although there are except ions 

,Gray, 2008. Mg value in Iraqi standards is (30.0 mg/l).From control chart Fig. 7 It could be noticed 

that for companies   No. (7, and 17) exceed Iraqi limits while for two companies No. (27, and 35) 

haven’t mention the Mg content in their labels, while company No. (17) Mg value is out of control 

as shown in Fig. 7 
 

  Potassium (K): 

It is an essential element the body finds it hard to deal with excess Potassium, resulting in kidney 

stress and possible kidney failure. Although Potassium is not considered to be toxic, long-term 

exposure to high Potassium concentrations should be avoided ,Gray, 2008. Iraqi and Saudi 

standards haven’t included K values, but world health organization sets only the minimum value of 

K as (0.10 mg/l). This value is used on employing the control chart as shown in Fig. 8. Some Iraqi 

companies haven’t exceed the minimum value, for company No.(20) K value is out of control as 

shown in Fig. 8 

 

  Iron (Fe) 

Iron is an essential and is very unlikely to cause a threat to health at the concentrations occasion ally 

recorded in water supplies. It is undesirable in excessive amounts and can cause number of 

problems. Iron encourages the development of a microbial slime comprised of iron bacteria on piped 

surfaces that can affect flow and cause consumer complaints. Iron also causes staining of laundry 

and discoloration of vegetables such as potatoes and parsnips during cooking. More importantly, 

Iron has a fairly low taste threshold for such a common element, giving the water strong unpleasant 

bitter taste that may spoils most beverages made from tap water , Gray, 2008. Control chart Fig. 9 

shows the companies under this study are within control limits of Fe values except for company No. 

(17) exceeded the upper control limit of Iraqi specifications (0.3 mg/l) {Fe value for this company is 

(22 mg/l)}.While (85 %) companies haven’t register or evaluate an important content (Fe) in their 

specifications, as shown in Fig. 9 
 

  Chloride (Cl) 

Chloride is not dangerous at the concentrations found in bottled waters. It has a taste threshold of 

about (200 mg/l), but levels are generally much lower than this in mineral waters. If bottled water is 

to be used for making up drinks such as tea, coffee and fruit juice, then the lower the Cl  is the better 
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,Gray, 2008. Control chart Fig. 10 shows that Iraqi companies of bottled water hadn’t exceeded 

Iraqi or World standards for Cl concentration. The range of Cl in Iraqi and World standards 

Specification is (0.10 – 250) mg/l. Control chart showed that Cl values of companies No. (17, 19, 

and 23) are out of control as shown in Fig. 10 

 

  Fluoride (F) 

If consumers are going to use bottled water as a complete replacement for tap water, for both 

drinking and cooking, then the F level must be (1.0 mg/ l) or less to avoid dental Fluorosis and other 

associated problems ,Gray, 2008. The studies show that drinking water containing (1.0 mg/l) 

Fluoride concentration helps to reduce the incidence of tooth decay by 65% for the children aged 

between (12-15) years ,Fadhel,2010. Iraqi specification did not include F concentration therefore, 

Saudi Standards are taken as a benchmark of (0.6 – 1.0) mg/l. Control chart showed that the whole 

investigated companies are within control limits as shown in Fig.11 Also all Iraqi  these companies 

haven’t exceeded the WHO specifications. According to control chart Fig. 11 (60 %) of the 

investigated companies haven’t included the F specification label. 

   

6. ANALYSIS OF QUALITY ASSURANCE ACTIVITIES 

        Quality assurance necessitates continuous monitoring processes to presents product (bottled 

water) with accurate and precise recorded results which are the quality characteristics claimed on the 

bottles (products) of these companies where:  

 Some of the investigated companies have the same symbol (same specifications in the logo) such 

as companies (No.1, No.2, No.11, No.12), (No.3, No.9), (No.5, No.6) (No.22, No.24) and 

(No.29, No.33) or three different products (labels) such as company No.32. Others claim that the 

product is according to standards other than Iraqi standards as in company No.27 that did not 

register specific characteristic its register the minimum and maximum values as discussed earlier. 

On the other hand company No. 32 is promoting for their product depending on certain 

characteristics (low Sodium) that is not even included in Iraqi bottled water standards. Therefore, 

the quality should be assured so as the legal consequences could be enforced and activated. 

 Although the water expire date is essential and it is one of the required characteristics to be 

registered on labels according to Iraqi standards, but none of the investigated companies(for 35 

different Iraqi factories) fix the expired date on their labels  rather fix the duration of use as  one 

year.  
 

7- CONCLUSIONS 

        Water issues are important for life and human health, this study highlighted the following 

conclusions are deduced:-     

i. Plants in northern Iraq committed to recording water specifications on their labels more than 

other governorates in Iraq; this is due strict monitoring and demanding for control there. 

ii. The expired date for all samples is one year as recorded by the manufacturer’s note. It is 

within Iraqi specifications requirements and must be recorded on the labels too. 

iii. It was found that some companies produces the same bottled water specifications under to 

different 

brands(trademarks){(No.1,No.2,No.11,No.12)},{(No.3,No.9)},{(No.5,No.6)},{(No.22,No.2
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4)}and{(No.29,No.33) }, and one company produce its product brand with four different 

colors (No. 32). 

iv. It was found that some companies misleading the consumers by labeling wrong data, use 

inappropriate or the same logo for different water sources when promoting their product.   

v.  Iraqi bottled water specifications  need to introduce  new and important quality parameters 

that are introduced Saudi standards such as (TDS, F) and WHO standards such as (Na, K) 

and to continual updating is needed  towards reducing the gaps between them and those 

international standards. 
 

8. RECOMMENDATIONS 

i. Most of companies under study did not conform Iraqi specifications therefore; 

governmental quality control, quality assurance on this industry factory is required.   

ii. Need of better control on manufacturing plants since most of the used bottled water 

lack in writing complete required information of Iraqi standards. 

iii. Some manufacturing companies should be stopped since their water  

iv. Characteristics are not registered either because they are not quantifying them or 

there is no quality control department in these companies. 

v.  Other sources of water: natural mineral, spring, etc. must be tested periodically to 

license them. 
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Table 1. Iraqi bottled water specifications of brands according to their labels. 

Quality Parameters 

Company 

No. 
pH TDS Ca Na Mg K Fe Cl F 

1 7.2 N.A 24.2 N.A 4.4 N.A N.A 11.5 0.03 

2 7.2 N.A 24.2 N.A 4.4 N.A N.A 11.5 0.03 

3 7.2 120 22 2.2 5 0.2 N.A 4.1 0.7 

4 7.8 N.A 26 N.A 7.5 N.A N.A N.A N.A 

5 7.38 N.A 28 2.91 3.4 N.A 0.003 1.4 N.A 

6 7.38 N.A 28 2.91 3.4 N.A 0.003 1.4 N.A 

7 7.48 N.A 16.74 2.76 42.44 1.17 N.A 5.27 0.19 

8 7.48 257 25.65 0.4 7.05 0.2 N.A 4.9 N.A 

9 7.2 120 22 2.2 5 0.2 N.A 4.1 0.7 

10 7.3 125 34.2 7 11 1 N.A 11 N.A 

11 7.2 N.A 24.2 N.A 4.4 N.A N.A 11.5 0.03 

12 7.2 N.A 24.2 N.A 4.4 N.A N.A 11.5 0.03 

13 7.9 N.A 52 N.A 9 N.A N.A N.A 0.32 

14 7.2 124 27 1.1 8 0.5 N.A N.A N.A 

15 7 110 0.5 16 13 1 N.A N.A N.A 

16 7.2 N.A 10 9 12 6.2 N.A 20 0.7 

17 8.2 150 3.5 50 125 N.A 22 40 N.A 

18 6.08 N.A 8.64 N.A 5.40 2.36 N.A N.A N.A 

19 7.2 150 3.6 21 10 1 N.A 50.2 0.02 

20 7.5 180 19 13 11 15 N.A N.A N.A 

21 7.3 N.A 64 11 22.08 2 N.A 4 N.A 

22 7 110 N.A 16 1.3 1 N.A N.A N.A 

23 7 170 16 44 11.7 1.5 N.A 59 N.A 

24 7 110 N.A 16 13 1 N.A N.A N.A 

25 7.4 180 33 2.3 16 0.3 0.01 7 0.1 

26 N.A 110 5 16 13 1 0.01 27.5 1 

27 7.5 30 15 10 N.A 5 N.A 10 N.A 

28 7.5 120 24 21.9 7 1.06 N.A 14 N.A 

29 7.4 N.A 22 N.A 10 0.3 N.A 7 N.A 

30 N.A 80 15 13 4 0.9 0.02 14 0.9 

31 7.9 130 31.3 3.5 5.2 0.5 N.A 5.1 0.01 

32 7.2 101 12 11 3 0.6 N.A 25 1 

33 7.4 N.A 22 N.A 10 0.3 N.A 7 N.A 

34 7.3 190 20 5 2.4 0.4 N.A N.A N.A 

35 7.6 30 15 10 N.A 5 N.A 10 N.A 

 
N.A: Not Available Values  
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Table 2 . Comparison between Iraqi bottled water and other standards.  

Standards 
 

Specifications/units 

 Iraqi Standards
  

Saudi Arabia 

Bottled Water 

Standards
 

WHO Bottled 

Water Standards Tap Water Bottled Water 

pH 6.5-8.5 6.5-8.5 6.5-8.5 6.5-8.5 

TDS (mg/l) 1000 N.A 100-700 1-500 

Ca (mg/l) 50 75 75 0.1-75 

Na (mg/l) 200 N.A N.A 0.20 

Mg (mg/l) 50 30 30 0.10 

K (mg/l) N.A N.A N.A 0.10 

Fe (mg/l) 0.3 0.3 0.3 0.01-0.3 

Cl (mg/l) 250 250 250 0.1-250 

F (mg/l) 1 N.A 0.6-1 0.1-2 

N.A: Not Available Values  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.Pareto chart of Iraqi bottled water specifications. 
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Figure 2. Radar chart of {Iraqi, Saudi Arabia, and WHO} bottled water specifications. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. X-bar of pH values in bottled water companies. 
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Figure 4. X-bar of TDS concentration in bottled water companies. 

 

 

Figure 5. X-bar of Ca concentration in bottled water companies. 
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Figure 6. X-bar of Na concentration in bottled water companies. 

 

Figure 7. X-bar of Mg concentration in bottled water companies. 
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Figure 8. X-bar of K concentration in bottled water companies. 

   

 

Figure 9. X-bar of Fe concentration in bottled water companies. 
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Figure 10. X-bar of Cl concentration in bottled water companies. 

  

 

Figure 11. X-bar of F concentration in bottled water companies. 
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ABSTRACT 

Firstly, in this study, a brief updated description and applications of different solar collectors 

used in renewable energy systems for supplying electric and thermal energy was presented. 

Secondly, an attempt was made to utilize tilting orientation of solar collector for maximizing 

collector energy with time in respect to horizontal orientation. For energy calculation, global solar 

radiation was used since they are directly related.  For that purpose, field measurements of half-

hourly radiation on two flat panels of tilting and horizontal orientations were carried out throughout 

8-month period under local climate of Baghdad. Then, energy gain and radiation level averages 

were calculated based on the field radiation data using Excel programming. The tilting orientation 

was found to be more effective for the winter months with significant energy gains of larger than 

40% and maximum gain of 58%. On the contrary, the radiation levels on collector were lower 

during winter months. Finally, for clear sky condition, the average solar radiations for tilting and 

horizontal orientations of collector were of 910 W/m
2
 and 713 W/m

2
 respectively. 

Key words: solar collector, PV, thermal, tilting orientation, horizontal orientation, energy gain.    

 

لمجمعات الشمسية في مذينة بغذادمن توجيه ادراسة أرباح الطاقة   

مذرس –حسين محمذ تقي النجار   

جبيؼت بغذاد –كهٛت انُٓذست  -قسى ُْذست انطبقت    

 

 الخلاصة

د لإَٔاع ٔحطبٛقبث انًجًؼبث انشًسٛت فٙ أَظًت انطبقت انًخجذدة نخجٓٛز انطبقت فٙ ْزِ انذساست حى أٔلا ٔصف يٕجز ٔيذذ  

فقٙ. نذسبة انطبقت، لأيبنت نزٚبدة طبقت انًجًغ يغ انزيٍ يقبسَت يغ انخٕجّٛ الأسخخذو حٕجّٛ اأٔثبَٛبً،  انكٓشببئٛت ٔانذشاسٚت.

شؼبع كم َصف سبػت لأجشاء انقٛبسبث انذقهٛت نأحى  نٓزا انغشض، ًَٓب يخُبسبٍٛ بصٕسة يببششة.لأ انكهٙ شؼبع انشًسٙلأسخخذو اأ

حى دسبة يؼذلاث سبخ انطبقت ، فقٙ ٔنًذة ثًبٌ شٕٓس ٔفق انبٛئت انًذهٛت نًذُٚت بغذاد. ثىلأيبنت ٔالأػهٗ نٕدٍٛ يسخٍٕٚٛ رٔا حٕجّٛ ا

كبش فٙ شٕٓس انشخبء بأسببح طبقت أفؼبنٛت  ٔيبنت رلأشؼبع ٔفق انبٛبَبث انذقهٛت بطشٚقت بشيجت أكسم. ٔجذ بأٌ حٕجّٛ الأٔيسخٕٖ ا

فٙ ظشٔف خٛشا، أكبَج أٔطأ فٙ شٕٓس انشخبء .نهًجًغ شؼبع لأٌ يسخٕٚبث اأ%. ٔػهٗ انؼكس، ف55% ٔأقصٗ سبخ 40أػهٗ يٍ 

ٔاط/و 010يبنت ٔالأفقٙ نهًجًغ ْٕ لأشؼبع انشًسٙ نخٕجّٛ الأكبٌ يؼذل ا انسًبء انصبفٛت،
2
ٔاط/و 313ٔ 

2  
 ػهٗ انخٕانٙ.

 .سبخ انطبقت ،فقٙأحٕجّٛ  يبنت،لأحٕجّٛ ا ،دشاس٘ ،كٓشٔضٕئٙ ،: يجًغ شًسٙكلمات رئيسية 
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1.  INTRODUCTION 

Renewable energy systems utilizing solar collectors, including photovoltaic (PV) or thermal 

panels, are being one of the important technologies in supplying electric, heating and cooling energy 

for power systems and buildings, Herrando, et al., 2014, Fang, and Li, 2013, Cao, et al., 2014.  

 

In fact, in 2007, global renewable power accounted for 18% of the total power generation in the 

world. The total operating capacity of solar PV power and solar thermal power was 10 GW and 425 

MW respectively. The world solar heating and cooling capacity was 125 GWth , REN21, 2013. 

The amount of output energy of a solar collector depends on several parameters such as design, 

material and structure of collector, local meteorological condition, geographic location, time and the 

relative orientation of the collector to both the sun and the sky. The latter parameter directly affects 

the energy input to the associated solar energy system, Lubitz, 2011. Different orientation 

mechanisms of solar collectors are available such as: adjusting of tilt angle, azimuth angle, both, 

inclined axis or other. Adjustment can be made continuously, daily or per other selected time step. 

The effectiveness of an orientation mechanism can be evaluated by calculating the corresponding 

energy gain as compared to a reference collector. Different studies have been carried out around the 

world to evaluate various orientation methods of PV and thermal collectors under site-related 

conditions.      

In Saudi Arabia, Ahmed, et al., 2015 found by analytical modeling of an on-site PV system in 

Dhahran city, that the yearly energy gain of continuous and monthly tilting was 43% and 19% 

respectively as compared to horizontal system. 

For main Syrian zones, Skeiker, 2009 used a mathematical model to estimate the incident solar 

radiation on a solar collector. The results revealed that the solar gain of 12 times tilting in a year was 

30% with respect to horizontal collector. 

In Jordan, Al Tarabsheh, et al., 2012 simulated the solar radiation, neglecting diffuse and 

reflected components, near the Hashemite University for 10% efficiency PV modules using the 

Meteonorm 5.0 software. The annual energy gain of hourly tilting was calculated as 5.87% 

compared to fixed PV modules.    

At university of Bechar Algeria, Rebhi, et al., 2010 studied the performance of a prototype 

system for permanent orientation of PV module. An efficiency gain of 27.48% was found for a 

particular day compared to fixed system.         

Khorasanizadeh, et al., 2014 established a diffuse model to calculate the solar gain of monthly 

adjustable tilt–angle collector in Tabass city, Iran. The yearly gain was found to be 23.15% 

compared to horizontal collector.    

For different areas in china, Li, et al., 2010 suggested a mathematical procedure based on solar 

geometry to estimate the annual collectible radiation on solar panels. The gain using an orientation 

method about inclined axis was found to be 20-30% compared to fixed panels.   
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Chang, 2009 investigated the yearly gains for solar collectors in Taiwan from observed data of 

global radiation during ten years (1990-1999). The gain using single-axis adjustment was found to 

lie between 14.3 to 25.3% as compared to fixed collector. 

In Malaysia, Sunderan, et al., 2011 utilized monthly average of daily solar data for estimating 

the total radiation on PV panel. The annual energy gain was calculated to be 6.4% for monthly 

tilting as compared to horizontal PV panel.  

For the European continent, Huld, et al., 2010 presented a method for estimating energy output 

from PV systems using solar radiation and temperature data bases with PV performance models. 

The gain of inclined orientation compared to fixed system was approximately 30% in southern 

Europe, about 20-25% in central Europe and up to 50% in northern Scandinavia.   

The present work aimed firstly to present a brief updated description of solar collector types and 

applications. Secondly to find the energy gains and radiations level by orientation of solar collectors 

under local climate condition of Baghdad city. Calculations are to be based on field measurements 

of half-hourly global solar radiations on tilting and horizontal dummy panels for 8-month period: 

October to May. 

 

2. TYPES OF SOLAR COLLECTORS,  Duffie, and Beckman, 2013, Kalogirou, 2013, Twidell, 

and Weir, 2005.  

A solar collector transforms solar incident energy of wavelengths 0.3-3.0 µm into some other 

energy form: thermal, electric or both according to the optical characteristics of the energy-

absorbing surface of the collector, called receiver which could be of flat, concave or convex 

geometry. In this respect, solar collectors can be classified according to the form of its output 

energy.         

On the other hand, solar collectors can be classified according to the level of incident radiation on 

the receiver. A concentrator is added to the collector structure such that to direct the solar radiation 

onto the receiver. The concentrator could be reflectors or refractors of different geometries: two-

dimensional (linear) such as flat or cylindrical or three-dimensional (circular). Consequently, a 

concentrating collector can operate at higher solar radiation level. In this case, the receiver will have 

smaller area compared to non-concentrating collector.     

An important characteristic parameter for concentrating collector is its concentration ratio  . It is 

the ratio of the aperture area    of the concentrator to the area of the receiver   , which is 

approximately the factor by which the solar radiation on the receiver is increased from its normal 

level that is of an average maximum 1.1kW/m
2
 as in non-concentrating collectors.  

 The input energy to the collector,    (kWhr) is 

  

                                                                                                                                                                                                                                                             

  



Journal of Engineering Volume   21  October  2015 Number 10 
 

 

20 
 

Where:     is the incident solar radiation (kWhr/m
2
) on the receiver. Thus, the variable parameter 

for the input energy is the solar radiation. The     is related to the incident solar radiation on the 

aperture     (kWhr/m
2
) by the concentration ratio   as:   

 
                                                                                                                                                                                                                                                            

  

Where 

 

   
  

  
                                                                                                                                                                    

                                                                            

The     is also called the global incident radiation. Different mathematical models can be found 

in literature as in Sen, 2008 for estimating the radiation components of     including the view 

factors of a particular collector orientation for each radiation component. The amount of the 

absorbed energy per unit area of the receiver    (kWhr/m
2
) depends on the optical properties of the 

collector:    

 

                                                                                                                                                                                                                                                              

 

Where   is a lumped parameter for collector optical characteristics. A different   is associated 

with each radiation component. According to the specific design and structure of the solar collector, 

part of the absorbed energy is transformed into useful output energy    (kWhr) as thermal, electric 

or both. The types of solar collectors will be explained according to above classifications as follows: 

 

2.1 Solar Thermal Collectors, Kalogirou, 2004, Mills, 2004.     

In this type of collectors, the receiver is a black absorber surface which could be provided with 

glass cover to reduce convection and radiation losses to the atmosphere. Also, the receiver might be 

enclosed in an evacuated space to obtain low loss coefficients. Absorbed thermal energy by the 

receiver is transferred by forced convection to working fluid, using tubes or ducts, as useful output 

energy.                       

Non-concentrating thermal collectors can deliver thermal energy at moderate temperatures up to 

100
o
C above ambient. The major applications of these collectors are in water heating, industrial 

process heat and air conditioning for buildings (space heating and cooling). 

For applications of higher energy-delivery temperatures up to 1500
o
C, concentrating thermal 

collectors are used. Depending on its particular geometry, higher concentration ratios provide higher 

solar radiation, lower heat losses and higher working temperatures. Concentration ratio of the order 
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of 10
5
 can be obtained. The major applications of such collectors are in solar power systems where 

steam is utilized to convert thermal energy to mechanical and then to electrical energy. Different 

configurations of thermal collectors can be constructed as shown in Fig.1 and Fig.2. 

                          

2.2 Solar PV Collectors, Tiwari, and Dubey, 2010. 

For this type of collectors, the receiver is photovoltaic (PV) cell which is a junction 

semiconductor that converts part of solar radiation directly to electric energy by photoelectric effect. 

The other part will be converted into thermal energy. PV collector is an array of identical PV 

modules that are arrayed in series and parallel to obtain the desired current and voltage for the load 

to which it is connected. A power conditioning equipment is usually needed to match the operating 

characteristic of the PV collector with that of the load. For ac loads, inverters of desired frequency 

will be required. Fig.3 shows the electric circuit for PV collector.  

Obviously, the electric energy is removed by external circuit (the electric load). On the other 

hand, the thermal energy should be removed by some heat transfer mechanism so PV cell will 

operate at lowest possible temperature, otherwise its electrical efficiency will be reduced. 

For non-concentrating PV collectors, the incident solar radiation is of normal level. Thus, output 

power per unit area of collector is limited. Thermal losses may be removed by natural convection. 

The application of such collectors is in on-site or on-grid power systems, Al-Najjar, 2013. 

The high costs of PV cells led to consideration of operation of these cells at high levels of solar 

radiation. Concentrating PV (CPV) collectors use multi-junction PV cells of flat or concave 

geometry with concentration ratios up to 400. Cell materials must be able to withstand high 

operating temperatures. In addition, sufficient cooling of PV collector should be assured. 

Application of such collectors is in on-grid power systems as a promising technology for future 

power. Typical configurations of PV collectors are shown in Fig.4 and Fig.5.  

        

2.3 Solar Photovoltaic-Thermal Collectors (PVT) 

As explained above, PV receiver produces combination of electric and thermal energy. Thus, a 

PVT collector is a hybrid solar device. The thermal energy is treated as in thermal collectors. PVT 

collectors could be non-concentrating or concentrating (CPVT). In both types, the electrical energy 

can be used for supplying power systems, whether off-grid or on-grid; while the thermal energy can 

be utilized for water heating, air conditioning or for thermal power systems, Tiwari, and Dubey, 

2010, Amori, and Al-Najjar, 2012.   

  

3.  ORIENTATION OF SOLAR COLLECTORS  

As explained, different orientations of solar collector changes the energy input to the associated 

solar energy system and in turn changes its energy output. In fact, collector orientation aims to get 

maximum possible incident radiation with time such that to maximize output energy.       
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The orientation of a solar collector is specified by two angles: the tilt angle   and the azimuth 

angle  ; see Fig.6. The figure shows a non-concentrating collector however it also applies to a 

concentrating collector. Each of the two angles can be adjusted using different mechanisms within 

some selected time step such as continuously, daily, weekly, monthly and so on. Three mechanisms 

of collector orientation are explained below, Duffie, and Beckman, 2013, Kalogirou, 2013. 

Tilting mechanism:  

For continuous tilting, the tilt angle is adjusted to optimum    according to:  

 

                                                                                                                                                                                                         
 

Otherwise, for tilting in daily, weekly, monthly basis… and so on, the tilt angle is: 

                                                               

     |  –   |                                                                                                                                                                                                  
 

 The azimuth angle is determined by: 

    

   {
                             
                           

                                                                                                                                                

 

 Where the zenith angle    is calculated by: 

 

                                                                                                                                                                                                            

 

  The hour angle   in degrees is found as:  

                                                     
                                                                                                                                                                                                                                          

 

  Solar time in hours    is approximately equal to local time for this study. 

                             and   is the solar declination angle and is given by:  

 

            [
   

   
       ]                                                                                                                       
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where n is the nth day of the year.  

 

Azimuthal mechanism: 

  The tilt angle is 

 

                                                                                                                                                                                                                          
 

  Which needs to be optimized such that it gives maximum energy over the whole period of 

evaluation. 

  The azimuth angle is adjusted to optimum    according to: 

         

                                                                                                                                                                                                                                       

 

The sign of   is the same as that of   as given by Eq. (8). The solar azimuth angle     is found by: 

 

      
                

            
                                                                                                                             

 

Two-angle mechanism: 

  Both angles are adjusted to optimum    and    as: 

                                                       
                                                                                                                                                                     

                                                

And 

 

                                                                                                                                                                      

                                            

  To evaluate a certain orientation mechanism for a given solar collector, the corresponding 

percentage gain   , which is the energy increase in respect to the energy of a reference orientation, 

is calculated as: 
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Where   is energy ratio given by:   

 

  
                                             

                                              
                                                                          

 

  The energy in the ratio   above could be input energy or output energy of the collector over a 

specified time. Output power could also be used. The denominator of Eq. (16) represents the 

reference for energy comparison which could be of horizontal or other fixed orientation. For 

horizontal reference, the two angles are: 

 

                                                                                                                                                                                                                   

                                         

  The gain equation, Eq. (15), is based on half-hourly results of the present study. Then, as required, 

daily, monthly and annual average gains can be obtained. 

 

4.  EXPERIMENTAL WORK 

The experimental study presented in this paper involves four objectives as follows: 

Firstly, the solar collector under study is a non-concentrating type. Thus, aperture and receiver of 

the collector are identical and the concentration ratio  , Eq. (3), is unity.    

Secondly, energy gains are to be found using the input energy to solar collector rather than its 

output energy. Thus, for a given area    of the receiver, the energy ratio   of Eq. (16) for gain 

calculation will be the ratio of the corresponding incident solar radiations as can be found using Eq. 

(1). In this respect, solar collectors will not discriminate between thermal and PV collectors.  

Thirdly, the orientation of collector that to be evaluated for gain is of tilting mechanism with 

weekly adjustment as described by Eq. (5b) and Eq. (6).                

Fourthly, the calculated gains are to be obtained as compared to the horizontal orientation of 

collector as described by Eq. (17). 

For the purpose of applying above issues, two structures of wooden panels are fabricated. One is 

of adjustable tilt angle   such that it can be set manually, at each day of experiment, to optimum 

value    according to Eq. (5b) with site latitude   equal to 33  for Baghdad city. However, the panel 

is fixed at zero azimuth angle   according to Eq. (6) since     as given by Eq. (9) for all n. Thus, 

this panel represents the collector orientation that to be evaluated; see Fig.7a.        
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The other panel is fixed at horizontal orientation, i.e. of zero tilt angle and zero azimuth angle as 

given by Eq. (17). This panel represents the reference collector for gain calculation; see Fig.7b. 

Field measurements of global solar radiation on each of the two collector orientations of Fig.7 are 

carried out simultaneously at every half-hour from 8:00 am – 4:00 pm. This work is conducted in 

eight months (17 October 2013 to 15 May 2014) on a weekly basis at the solar laboratory of energy 

engineering department at Baghdad/Al-Jadriya. These half-hourly data are used to find daily and 

monthly averages of energy gains of the solar collector. Different climate conditions were 

encountered, during the 8-month period, such as sunny, windy, cloudy and rainy. This will definitely 

affect gain values. 

 

5.  RESULTS AND DISCUSSION    

The whole experimental data obtained for a period of eight months were tabulated in Excel sheets 

according to half-hour measurements of each day of experiment. Excel sheets were programmed to 

calculate the energy gain from the measured data for the two orientations, tilting and horizontal, of 

the solar collector. First, the individual gain per each half-hour was calculated by Eq. (15). Then, 

daily average gains were found. Finally, monthly average gain for each of the eight months, October 

to May, was determined. In addition, Excel sheets calculate daily and monthly averages of solar 

radiation for each of the two collector orientations.            

In respect to daily average gains within the whole 8-month period, a maximum value of 82% was 

obtained on 27 December 2013 with half-hourly variation as shown in Fig. 8. In fact, during this 

month the solar declination   is at its maximum negative ≈ -23
o
. Thus, tilting collector is set at 

maximum angle of    = 56
o
 as compared to zero angle of the horizontal collector. This will give 

maximum energy gain. Fig. 8 indicates larger gains at hours far from solar noon due to high 

reflections from surroundings in addition to temporary climate conditions. The corresponding solar 

radiations are shown in Fig. 9. It shows normal profiles of large relative radiation for the two 

orientations giving large gain as explained above.       

On the other hand, a minimum daily average gain of 11.5% was found on 18 April 2014. This 

low energy gain is due to small declination of about 10
o
 during this month which results in a small 

difference between the two orientations of collector. The variation of energy gain is shown in Fig.10 

which displays larger gains at 2:30 and 3:00 afternoon due to partly cloudy local condition. The 

half-hourly variation of solar radiations for that day is shown in Fig. 11. Owing to small energy 

gain, the two radiation profiles are close to each other.    

Solar radiations on each of the tilting and horizontal collector as monthly average values are 

shown in Fig. 12. Higher levels were obtained for the month of May. Comparable values were also 

found for the other months except November and January. However, it is expected that maximum 

radiation will be at June and July. Radiation levels larger than 700 W/m
2
 were observed on the 

tilting collector. Whereas for the horizontal collector, measured solar radiations were larger than 450 

W/m
2
. This corresponds to an average sunny climate condition during these months.   
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For the two months of November and January, lower radiation levels were noticed of smaller 

than 400 W/m
2
 on the tilting collector and smaller than 250 W/m

2
 on the horizontal collector. This is 

due to cloudy and rainy conditions during most of the two months. Furthermore, Fig. 12 shows that 

the relative radiation of the two orientations was larger in winter months than that in the other 

months. This will be explained below. The relative radiation lies in the range of 1.11 to 1.57.  

Monthly average energy gains for the months of October to May are plotted in Fig. 13. The gain 

values were found to be approximately within 12% to 60%. For five months, October to February, 

the gain was larger than 40%. The profile of energy gain is governed by tilt-angle setting, as 

determined by the solar declination in Eq. (5b), and the local climate condition. Thus, the profile of 

Fig. 13 is increasing for October to December as tilting is being larger. Maximum gain value of 

57.8% was obtained at December. Then, gain is decreasing as tilting is being smaller. A minimum 

gain was noticed in May of 12.2%. It is expected that energy gain will further decrease to its 

minimum value at June and July when tilting is about 11
o
. Finally, the data of Fig. 13 are listed in 

Table 1.      

 

6.  CONCLUSION 

 

  In this study, a brief updated description of solar collector types and applications were presented. 

Then, based on field measurements of global solar radiation for tilting and horizontal orientations of 

collector throughout 8-month period in Baghdad, energy gain and radiation level averages were 

found, see Fig. 12, Fig. 13 and Table 1. On the basis of this study, the following conclusions have 

been drawn:   

1- The tilting mechanism of solar collector is more effective for the winter months as compared 

to the other months. 

2- On the contrary, radiation levels for the solar collector are lower for the winter months than 

that for the other months. 

3- There is a significant energy gain of larger than 40% for October to February with a maximum 

gain of about 58%. 

4- For clear sky condition, the tilting and horizontal orientations of collector are of monthly 

average solar radiation 910 W/m
2
 and 713 W/m

2
 respectively.  
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NOMENCLATURE 

    = surface area of concentrator aperture, m
2
.  

   = surface area of collector receiver, m
2
. 

  = concentration ratio, dimensionless. 
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CPV= concentrating photovoltaic collector. 

CPVT= concentrating photovoltaic thermal collector. 

   = input energy to collector, kWhr. 

   = useful output energy, kWhr. 

    = global solar radiation incident on the aperture, kWhr/m
2
.  

    = incident solar radiation on the receiver, kWhr/m
2
.  

g = energy gain of collector, dimensionless. 

n = nth day of the year, 1    365. 

PV= photovoltaic. 

PVT= photovoltaic thermal collector. 

r = energy ratio of collector, dimensionless. 

   = absorbed energy per unit area of the receiver, kWhr/m
2
. 

   = Solar time, hours. 

  = lumped parameter for collector optical characteristics:     <1, dimensionless. 

  = tilt angle: the angle between the plane of collector surface and the horizontal, 0°≤   ≤ 90°.  

  = optimum tilt angle of collector, degrees. 

  = azimuth angle: the deviation of the projection on a horizontal plane of the normal to collector 

surface from the solar noon, -180°≤   ≤180°. 

  = optimum azimuth angle of collector, degrees. 

  = solar azimuth angle: the angular displacement from south of the projection of beam radiation on 

the horizontal plane, degrees.  

  = solar declination angle: the angular position of the sun at solar noon with respect to the plane of 

the equator, -23.45° ≤   ≤ 23.45°. 

   = zenith angle: the angle between the vertical and the line to the sun, degrees. 

  = site latitude: the angular location north or south of the equator, -90° ≤   ≤ 90°. 

  = hour angle: the angular displacement of the sun east or west of the solar noon due to earth 

rotation, degrees. 
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Figure 1. Non-concentrating thermal collector. 

 

 

 

 

 

                                                                                              

                                       (a)                                                                     (b)      

Figure 2. Concentrating thermal collector (a) with linear concentrator (b) with circular concentrator. 
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Figure 3. Electric circuit for PV collector. 

 

 

                                                          

Figure 4. Non-concentrating PV collector. 

 

 

 

 

                                                  

                                          (a)                                                                (b)                               

Figure 5. CPV collector (a) with reflector (b) with refractor. 
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Figure 6. Tilt and the azimuth angles of solar collector. 

 

 

 

           

                        (a)                                                                    (b)  

Figure 7. Orientations of the solar collector under study: (a) tilting orientation (b) horizontal 

orientation. 
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Figure 8. Variation of energy gain on 27 December 2013. 

 

 

Figure 9. Variation of incident solar radiation on 27 December 2013. 
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Figure 10. Variation of energy gain on 18 April 2014. 

 

 

Figure 11. Variation of incident solar radiation on 18 April 2014. 

 

 

 



Journal of Engineering Volume   21  October  2015 Number 10 
 

 

35 
 

 

Figure 12. Variation of monthly average solar radiation. 

 

Figure 13. Variation of monthly average energy gain.  

Table 1. List of monthly average gain. 

Month Energy Gain, % 

October 42.5 

November 51.3 

December 57.8 

January 50.3 

February 40.4 

March 26.4 

April 18.5 

May 12.2 
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ABSTRACT 

In recent years, the performance of Spatial Data Infrastructures for governments and companies 

is a task that has gained ample attention. Different categories of geospatial data such as digital 

maps, coordinates, web maps, aerial and satellite images, etc., are required to realize the 

geospatial data components of Spatial Data Infrastructures. In general, there are two distinct 

types of geospatial data sources exist over the Internet: formal and informal data sources. Despite 

the growth of informal geospatial data sources, the integration between different free sources is 

not being achieved effectively. The adoption of this task can be considered the main advantage 

of this research. This article addresses the research question of how the integration of free 

geospatial data can be beneficial within domains such as Spatial Data Infrastructures. This was 

carried out by suggesting a common methodology that uses road networks information such as 

lengths, centeroids, start and end points, number of nodes and directions to integrate free and 

open source geospatial datasets. The methodology has been proposed for a particular case study: 

the use of geospatial data from OpenStreetMap and Google Earth datasets as examples of free 

data sources. The results revealed possible matching between the roads of OpenStreetMap and 

Google Earth datasets to serve the development of Spatial Data Infrastructures. 

Key words: SDI; OSM; Google Earth; Geospatial Data Integration; Data Quality 

 

البنى التحتية للوعلوهات الوكانية بتكاهل البيانات الوجانية تطوير  

 
 م.د. هيثن هطشر شرقي

 لسُ هٕذست اٌّسبحت

 وٍيت اٌهٕذست / خبِؼت بغذاد

 

 الخلاصة

 

 اٌحىىِبث في اٌسٕىاث الأخيشة اهخّبِبً وبيشاً ِٓ لبً (SDIs) ٌٍّؼٍىِبث اٌّىبٔيت ِٕظىِت اٌبٕى اٌخحخيت حطىس ٔبي  ٌمذ 

الاحذاثيبث ، اٌخشائظ ػٍى  ، اٌشلّيت اٌخشائظ ِثًاٌّىبٔيت  ٔىاع وفئبث ِخخٍفت ِٓ اٌّؼٍىِبثأهٕبٌه  .راث اٌؼلالت واٌششوبث

ىِت اٌبٕى الاسبسيت ّٕظٌ حىفشهب ِٓ اخً ححميك اٌّمىِبث الاسبسيت يدب اٌشبىت اٌؼٕىبىحيت ، اٌصىس اٌدىيت واٌفضبئيت

ٌٍّؼٍىِبث اٌّىبٔيت ػٍى اٌشبىت اٌؼٕىبىحيت: اٌّصبدس  بصىسة ػبِت هٕبن ِصذساْ اسبسيبْ .(SDI) ٌٍّؼٍىِبث اٌّىبٔيت

ػٍى اٌشبىت  ّدبٔيتاٌ اٌّىبٔيت بيبٔبثٌٍػٍى اٌشغُ ِٓ إٌّى اٌسشيغ اٌشسّيت واٌغيش اٌشسّيت واٌخي ػبدة ِبحىىْ ِدبٔيت. 

ٌُ  SDIٌلاسخفبدة ِٕهب في حطبيمبث ِخخٍفت وبٕبء ِٕظىِت  اٌبؼض اٌبيبٔبث ِغ بؼضهباٌؼٕىبىحيت ، الا اْ حىبًِ وادِبج هزٖ 

يخضّٓ هزا اٌبحث الاخببت ػٓ  .اٌذساست ٌهزٖ تاٌشئيس اٌّيزة حؼخبش أْ يّىٓ اٌّهّت هزٖ حبٕي إْ ٌحذ الاْ. بشىً فؼبي خحمكي

 .(SDI)وحىظيفهب بحيث حىىْ ِفيذة في ِدبلاث ِخخٍفت ِثً حطىيش  حشةاٌ اٌّىبٔيت اٌدغشافيت اٌبيبٔبث دِحاٌسؤاي في ويفيت 

mailto:m.m.m.s.albakri@gmail.com
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الاطىاي ، إٌمبط اٌىسطيت ،  ِثً اٌطشق شبىبثاٌخبصت ب اٌهٕذسيت ّؼٍىِبثحُ الخشاذ ِٕهديت ػبِت حسخخذَ اٌ هزٖ اٌّهّتٌخٕفيز 

 ٌذساست إٌّهديت هزٖ جالخشح وإٌهبيت ، ػذد اٌؼمذ ، الاحدبهبث ِٓ أخً ِمبسٔخهب وبيبْ اِىبٔيت دِدهب.احذاثيبث ٔمبط اٌبذايت 

 ػٍى وأِثٍت Google Earth (GE) وبشٔبِح (OSM) اٌّفخىذ اٌشبسع خشيطت ِٓ اٌدغشافيت اٌبيبٔبث اسخخذاَ:  ِؼيٕت حبٌت

إٌخبئح اِىبٔيت حىبًِ بيبٔبث شبىبث اٌطشق ِٓ اٌّصبدس اٌّدبٔيت ٌٍّؼٍىِبث اٌّىبٔيت اظهشث  .اٌّدبٔيت اٌبيبٔبث ِصبدس

    .(SDIs) سبسيت ٌٍّؼٍىِبث اٌّىبٔيتِٕطىِت اٌبٕى الأوحىظيفهب ٌخذِت وحطىيش 

 

1. INTRODUCTION 

During the past decade the development of the World Wide Web (www) has led to a massive 

increase of geospatial information by non-specialist users. This kind of information was termed 

by Goodchild, 2007 as volunteered geographic information (VGI). Various VGI applications 

exist that allows users to upload and browse information in various media (text, pictures, videos, 

documents, etc.), where such information becomes „spatial‟ through links to a spatial reference, 

DeLongueville, et al., 2010. Nowadays, there is a wide variety of geospatial data sources 

available on the Internet such as the Google Map service, the OpenStreetMap (OSM) project, the 

Yahoo imagery, the Google Earth (GE) software and many others. Inconsistent data quality is 

expected in a VGI datasets which makes data integration more challenging task.   

Data integration is generally defined as the process of combing different datasets to improve one 

of them or to enhance the visual presentation of overlaid spatial datasets, Koukoletsos, et al., 

2012. Integrated geospatial datasets may have different quality issues, often due to the way that 

each was compiled. Therefore, the data quality issue becomes important when integrating spatial 

data. A number of authors have considered the effects of geospatial data quality on data 

integration. For example, Neis, and Zielstra, 2014 studied the current developments in VGI 

research, focusing on the different methods that were applied to analyze the VGI data quality. 

They concluded that the development of new methods that compute a trust factor, contributor 

reputation or individual contributor data quality is required. Koukoletsos, et al., 2012 proposed 

an automated feature-based matching method specifically designed for VGI. It is applied to the 

OSM dataset using the official data from Ordnance Survey as the reference dataset. The results 

are then used to evaluate data completeness of OSM in several case studies in the UK. In the 

same view, Pourabdollah, et al., 2013 presented a method for conflating road attributes, namely 

the name and reference code, of OSM with the open data provided by Ordnance Survey. It was 

shown that the best correspondence between attributes exists in the very dense areas, followed by 

the very low density areas, and lastly in the middle to large sized cities. 
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The main goal of the current study was to create a program which can assess and report on linear 

geospatial data quality. This program requires the inclusion of a range of linear data quality 

measures (e.g. lengths, centeroids, start and end points, number of nodes and directions) which 

will be coded and tested to ensure the creation of a data quality index. This index will be applied 

to a number of geospatial data sets and an assessment based on it will be made of the possible 

data integration of such data sets. The types of data set to be used include OpenStreetMap 

(OSM) and Google Earth (GE). The result will be a working system or potentially a report on 

linear data quality, which can be used to integrate data sets.  

2. BACKGROUND 

2.1 Spatial Data Infrastructure: Development and Concepts 

In general, a spatial data infrastructure (SDI) can be defined as the implementation of a 

framework of geographic data, technology, human resources, software, and polices that are 

linked in order to process, disseminate and share geospatial data in effective way. Over the last 

few years, various authors have been defined the term “SDI” differently. For instance, according 

to Williamson, 2004 the SDI means a special case of Information Infrastructure, specifically 

geared towards geographic information. In a follow-up study, Hjelmager, et al., 2008 wrote that 

the SDI is an evolving concept about facilitating and coordinating the exchange and sharing of 

spatial data and services between stakeholders from different levels in the spatial data 

community. In a study conducted by Mohammadi, et al., 2010, it was shown that the SDI aims 

to better address the technical and nontechnical issues and facilitate data integration. The SDIs 

aim to provide a holistic platform for users to interact with spatial data through technical and 

nontechnical tools.  

In their analysis of SDI, Rajabifard, and Williamson, 2006 identified the main components of 

SDI as a data, policy, network, standards and people, as shown in Fig. 1. In general, a data 

component represents various layers of geospatial data. The layers may include satellite images, 

geographic names, coordinates, administrative boundaries and elevation for a country or 

jurisdiction. These geospatial data sources are managed by different communities and their 

geospatial data quality are different as well. For instance, maps for necessary purposes such as 

land use maps, topographic mapping for the military applications and cadastral maps have been 

produced by formal or governmental institutions. In many countries, much of these data are 

protected by the data license due to their high quality. At the same time, the maps which have 

been performed by these institutions are invested and considered as a source of economy. This 
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can be easily recognised through pricing policies and legal copyright, Perkins, and Dodge, 2008. 

Whereas, the recent development in communication technologies allowed for establishing open 

source collaborative map projects which usually free datasets, Geller, 2007. The differences 

between various sources of free datasets can cause some integration problems for SDI 

applications. Hence, this investigation has attempted to resolve data integration problem of linear 

features from OSM and GE sources to serve SDI management.    

2.2 OpenStreetMap Project 

 
The OpenStreetMap (OSM) project (www.openstreetmap.org) was started by Steve Coast in 

England in 2004, and its aim is to create a free world map. In many ways the OSM is similar to 

Wikipedia, the free encyclopaedia. Anyone can contribute (edit, add or delete data) to Wikipedia, 

just as anyone can contribute to OSM. The central purpose of OSM is to collect geodata, and 

make that data available to anybody in its raw form. In addition to that, the project also offers a 

number of different maps on the web, which are created from this raw data. By looking at OSM 

one can be able to select different map layer such as Standard, Cycle Map, Transport Map, 

MapQueqst Open and Humanitarian, Ramm, and Chilton, 2011.       

Objects drawn on an OSM map are called map features. A map features have a geographic 

coordinates and descriptions. OSM project includes several groups of features such as roads and 

railways; forests, lakes and rivers; coastline and islands; buildings and land use areas. The most 

important group of objects in OSM are, of course, streets. They are tagged using the highway 

key, with a value describing the type of street or way. The road classification in OSM service 

was based on the road types in the world, as illustrated in Table 1, Ramm, and Chilton, 2011. In 

this analysis, the road network of all OSM ways was used for integrating with the 

correspondence ways of GE datasets.   

 

2.3 Google Earth Software 

 
Google Earth (GE) is the most popular 3-dimension virtual globe system that offers free access 

to high resolution imagery for most of the global. It was launched in 2005 by Google. The GE 

can also provide digital elevation data, which is collected by NASA‟s Shuttle Radar Topography 

Mission. In recent years, the using of GE has become more popular by general public and 

scientific communities. This is due to the fact that the GE is user friendliness, free of charge, 

wide availability, minimal system and computing power requirements. In addition, GE do not 



Journal of Engineering Volume   21  October  2015 Number 10 
 

 

137 

 

need for extensive training compared with popular geographic information systems (GIS) 

software, Benker, et al., 2011. One of the most gorgeous features of GE is the use of one 

coordinate system for the whole of the world, that is, WGS84 (World Geodetic System which 

was found in 1984). This means that every position on the Earth can be stored by the value of 

geographic coordinates (latitude / longitude). Therefore, GE has been used, for example, to 

collect ground control points (GCPs), for orthorectification of satellite imagery, to estimate 

urban vegetation cover, to visualize the output of scientific experiments, and as reference data to 

evaluate land cover datasets, Hernández, et al., 2013.  

Although these are positive aspects, however, the resolution of GE images is vary for different 

areas of the globe. Besides, the 3D viewer modelling is limited for some countries and cities, for 

instance there is no 3D data for Iraq, while other places such as UK have a detailed 3D data for 

all cities and countryside. Another limitation of GE is that the inconsistency of positional 

accuracy of GE data. Therefore, a series of accuracy assessments of GE‟s imagery have been 

undertaken by different researchers. For example, Benker, et al., 2011 assessed the accuracy of 

GE imagery in the Big Bend region of Texas, USA based on high precision field measurements 

(<1 m). They found that GE‟s imagery has a horizontal mean error of 6.95 m and Root Mean 

Square Error (RMSE) of 2.64 m. In an investigation into accuracy assessment of GE data, 

Mohammed, et al., 2013 estimated the GE horizontal and vertical accuracy in Khartoum state. 

The finding showed that the (RMSE) for horizontal coordinates was 1.59 m and for height 

measurement was 1.7 m. In another major analysis, Pulighe, et al., 2015 examined the 

horizontal accuracy of very-high resolution GE images for the Rome / Italy. The results revealed 

that very-high resolution GE images have an overall positional accuracy to 1 meter.  

To the best of our knowledge, there is a lack of evaluating the integration of GE data with other 

open source data; therefore this research attempts to contribute to the presenting of a 

methodology for integrating linear features, such as roads, form GE and OpenStreetMap (OSM) 

data sources.  

3. STUDY SITE AND DATASET 

The study area of this case study is situated in the city of Al-Jadriya, placed in Baghdad the 

capital of Iraq (Fig. 2). It covers approximately 18 km
2
. The study area covers few centres of 

population (including the city centre), and some scattered green areas around them. The reason 

for selecting this area was to test the possibility of integrating open source geospatial data 

outside the cities where there are high levels of participation such as UK. The selected site is 
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located within the longitude ranging from 44.368694
˚
 E to 44.436500

˚
 E and the latitude ranging 

from 33.262502
˚
 N to 33.311578

˚
 N.  From the map of the study area can see the details of the 

roads that were under analysis in the research (see Fig. 2 and Table 1). 

In this study, the data of OpenStreetMap (OSM) service were downloaded from Geofabrik 

(www.geofabric.de) in 2015. This server has data extracts from the OSM project which are 

normally updated every day. Data on the download server is organised by region. The OSM data 

directory contains files that have a whole continent's data in them, and for some continents there 

are subdirectories in which you find individual files for various countries. Some countries again 

have their own subdirectories with data for administrative subdivisions. For instance, the OSM 

data for Iraq are available as a one directory with different layers for the whole country. The 

Geofabrik service can provide OSM data as shapfiles which can be processed directly by almost 

GIS software.  

In order to enable a comparative analysis, the Google Earth (GE) roads dataset was used as other 

open source data. The GE makes it easy to search for the coordinates of any location and 

zooming in on them. There are many ways to obtain coordinates: move the mouse cursor to 

where you want, and note the coordinates displayed in the lower left-hand corner of the GE 

display window.  Other useful way to obtain coordinates from GE is creating a place mark 

(probably in the temporary folder). Right-click or control-click on the place mark; one of the 

options is "Copy". Copy the place mark and paste it back to a text editor. The result is a KML 

(Keyhole Markup Language) description of the place mark, and since KML is XML, it's easily 

manipulable. The latest method has been adopted to acquire GE data for the study area of this 

research. 

Fig. 3 illustrates a sample of the road networks in OSM and GE. Red lines represent GE data and 

blue lines represent OSM data. It can be seen from the figure below that the roads from two data 

sources are almost similar. However, in some places there are some roads recorded in GE data 

whereas they are not recorded in OSM data. Therefore, adopting a convenient data integration 

process can improve and enrich OSM data based on GE data or vice versa. 

 
4. PROGRAM DESIGN 

A geospatial data from different sources contain various features. Data integration of multisource 

geospatial data, take advantage of the strengths of a single data source for improvement of visual 

interpretation and quantitative analysis.  In order to achieve the main goal of this project (data 

http://www.geofabric.de/
http://www.openstreetmap.org/
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integration), the properties of tested data must be checked carefully. It is indispensable because 

the information of different free sources is often not complaint to any standard and each 

organisation is producing the datasets at various level of richness. There are different methods of 

properties quality assessment and several pieces of research have focused on evaluating them, 

Tveite, 1999; Devillers, et al., 2006; Haklay, 2010. In this investigate the assessment of the 

quality of data provided by open sources will depend on a comparison of the roads network 

parameters such as lengths, centeroids, start and end points, number of nodes and directions. The 

result will be a set of operators which can measure data quality, allow for the preparation of 

datasets prior to successful integration, and actually undertake the integration of data. This can 

be used to determine whether the integrated procedure can be achieved or whether the selected 

data should be changed. This will allow for purposes such as data updates between datasets, 

contribute to change detection strategies, and assuring map auditing for optimum data quality. 

In order to implement the methodology of this research, a program was encoded using Matlab. 

The Matlab was adopted because it has the ability for producing and analysing scientific graphs, 

developing effective algorithms, and achieving efficient mathematical computations, in addition 

to involving tools for programming matrices operations. Fig. 4 shows a diagram for the 

workflow of the designed program. In the first step, the program required calling or loading 

tested data. The tested roads network data extracted using ArcGIS software, and then exported 

from ArcGIS to save it as .xlsx in order to import into the coded program. 

The open source data was designed to include different feature types such as roads, politics 

boundaries, buildings, lakes, rivers, etc. Therefore, in pre-processing phase the tested data was 

filtered to obtain only road data for integration test. The purpose of the primary filter is to 

quickly create a subset of the data and reduce the consuming of the processing time. Afterwards, 

it is required to enter the number of observations (number of tested roads) into the program. 

Subsequently, the program will check the integration parameters (conditional expression) such as 

lengths, centeroids, start and end points, number of nodes and directions to decide the proceeding 

into integration process or not. If the tested data pass the conditional expression, the program 

will go directly into successful integration, otherwise the program will return back into the 

previous step to select alternative dataset.  
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5. EXPERIMENT AND RESULTS ANALYSIS  

     5.1 The Roads Length 

The intensity of mapping activities of open source data for any city can be reflected by road 

length characterization. Therefore, it is necessary to consider roads length as one parameter of 

roads network data integration processing. The assumption is that the length of compared 

features is approximately similar to the length of its matching feature(s). In this research, the 

roads length was imported from OSM and GE databases using ArcGIS 9.3. The roads lengths of 

212 pairs of homologous roads were considered. It can be seen from Fig. 5 that more than 70% 

of the differences in the length are within 5m. This is quite a good number for the matching 

length of roads from OSM and GE datasets.    

 

5.2 The Centroid of the Roads 

In mathematics and physics, the centroid or geometric centre of a two-dimensional region is 

the arithmetic mean (average) position of all the points in the shape. The definition extends to 

any object in n-dimensional space: its centroid is the mean position of all the points in all of the 

coordinate directions. Informally, it is the point at which a cardboard cut-out of the region could 

be perfectly balanced on the tip of a pencil, assuming uniform density and a uniform 

gravitational field. The centroid of any polyline (Xc , Yc) can be defined as follows: 

    
 

∫    

 ∫     
 

                                                                                                                 (1) 

    
 

∫    

 ∫     
 

                                                                                                                 (2) 

Where dL is the differential element of length, and it can be expressed as     √       . In 

this project, the centroid of the selected pairs of roads was calculated and the results are 

presented in Fig. 6. As can be seen from the bar chart below, there are no instances of the shift 

between the centroid of OSM and GM datasets lay between zero and less 3m, and nearly 70% of 

the shift lay between 3m and 9m and the rest has spread over a wide range up to 17m. Hence, 

this is an indication of an efficient judgment of roads integration from OSM and GE data 

sources.  

 
5.3 Start and End Points 

Regarding the accuracy of start and end points of roads, efforts to date have focused primarily on 

road intersections only, Zielstra, and Zipf, 2010; Haklay, 2010; Girres, and Touya, 2010, and 

http://en.wikipedia.org/wiki/Mathematics
http://en.wikipedia.org/wiki/Physics
http://en.wikipedia.org/wiki/Arithmetic_mean
http://en.wikipedia.org/wiki/Dimension
http://en.wikipedia.org/wiki/Space_(mathematics)
http://en.wikipedia.org/wiki/Density
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have not evaluated the accuracy of other point features such as start and end points of roads. In 

order to expand the current state-of-knowledge, this part of study has addressed point features 

representing the start and end points of the roads of OSM and GE datasets. Fig. 7 and 8 illustrate 

the summary statistics for the differences between the coordinates of start and end points of the 

compared roads. It is clear from the data in charts that the distribution of both groups is similar. 

In addition, over sixty percent of those lay between 0 and 6 m which indicated that this 

comparison can be a good metric for integrating OSM and GE datasets.  

 

5.4 Number of Nodes and Vertices 

Shape points are the ends and bends that define the feature‟s outline. At the beginning and end of 

every line feature is a node, whereas at each bend (change of direction) is a vertex. A shape of 

any feature is recorded by using the coordinates of its shape points. In this study, the difference 

in node number of all OSM and GE object lines were determined. As shown in Fig. 9, almost 

two-third of the compared roads (68%) has the same number of nodes and vertices, while only 

28% has one node different, which is quite acceptable for integrating linear features. 

 

5.5 The Angle of Road Direction 

 

A recent study by Zhao, et al., 2015 suggested that the using of road direction can be a good 

measure for linear data integration. In this research, the measuring of the angle of direction was 

prepared according to the procedure used by Zhao, et al., 2015. Thus the road angles were 

measured based on a planer coordinates system joining the start and end points of the line and 

the vertical axis. Fig. 10 shows the summary statistics for the preliminary analysis of the 

differences in the direction of roads between tested datasets. It is apparent from this data that 

nearly eighty percent of the differences in direction were within 5 degrees. According to these 

observations, we can infer that it is possible to choose 5 degrees as threshold values for 

integrating network roads from OSM and GE datasets.            

 
6. DISCUSSION AND CONCLUSION 

 

The free and online mapping sources have experienced increase in geospatial data contributions 

in recent years. This is due to the fact that profiting from the wide availability of online geo-data 

on the Internet. The amounts of free geographical information are increasing every day. For 

instance, a recent statistics showed that the geospatial information database project provides 
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1400 web map servers that provide over 200,000 map data layers. Profiting from the free 

accessibility of UGC data (licence, cost, sharing) and opening up a new paradigm of geo-data- 

people's SDI. Thousands of users are able to access to current volunteered geographic 

information (VGI) data without any charge whereas; in European countries formal geographical 

data is expensive and out of the reach of individuals, Perkins, and Dodge, 2008. Potential 

benefits in integration e.g. contributing to more informed decision and making videos of 

location. Nowadays, in any part of the world, the VGI sources let visitors to search a world map 

and download different portions remotely, Haklay, and Weber, 2008. The VGI content can also 

potentially fill in the gaps in places where formal data is scare, unreliable and unavailable. 

Hence, huge benefits can be gained by integrating open source datasets especially in developing 

SDI applications.  

Conventionally, the geospatial data for an SDI have provided by official (governmental) 

mapping agencies. However, users usually pay to obtain official mapping data; therefore VGI 

becomes another way to contribute for spatial information management and SDI development. 

Today, the VGI is one of the embedding areas within SDI especially for applications need to 

update SDI quickly such as emergency services. For instance, the United Nations based on VGI 

from OSM as the most important source to collect geospatial data and create route maps when an 

earth quick hit Haiti in January 2010. Therefore, it is necessary to encourage volunteers to 

enlarge the free and open source maps and overcome the potential and limitations of their 

contributions. 

The aim of this research was to investigate the integration of open source geospatial datasets and 

assess its quality. The method compared geometric properties of road networks such as lengths, 

centeroids, start and end points, number of nodes and directions. The majority of the tests were 

based on OpenStreetMap (OSM) and Google Earth (GE) datasets. The results showed that more 

than 70% of the differences in the length are within 5m. Also, there are no instances of the shift 

between the centroid of OSM and GM datasets lay between zero and less 3m, and nearly 70% of 

the shift lay between 3m and 9m and the rest has spread over a wide range up to 17m. In 

addition, over sixty percent of the differences in start and end points lay between 0 and 6m. 

Moreover, almost two-third of the compared roads (68%) has the same number of nodes and 

vertices, while only 28% has one node different. The comparison between the directions of the 

tested datasets reported that almost eighty percent of the differences in direction were within 5 
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degrees. The findings of this study suggest that in general it is possible to choose the obtained 

metrics as a threshold values for successful integration of network roads from OSM and GE data 

sources.    
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Table 1. Road classifications and descriptions by OpenStreetMap project, Ramm, and Chilton, 

2011. 

Road type Description 

highway, motorway 

A restricted access major divided highway, normally with 2 or more running 

lanes plus emergency hard shoulder. Equivalent to the Freeway, Autobahn, 

etc.. 

highway, trunk 
The most important roads in a country's system that aren't motorways. (Need 

not necessarily be a divided highway.) 

highway, primary The next most important roads in a country's system. (Often link larger towns.) 

highway, secondary 
The next most important roads in a country's system. (Often link smaller towns 

and villages.) 

highway, tertiary The next most important roads in a country's system. 

highway, residential Roads which are primarily lined with and serve as an access to housing. 

highway, service 
For access roads to, or within an industrial estate, camp site, business park, car 

park etc.  
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Figure 1. SDI components, Rajabifard, and 

Williamson, 2006. 
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Figure 2. Geographical location of the study area with the studied roads. 

 

 

            

            

         

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  Example of matched and mismatched data. 
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Figure 4. The workflow of the designed program 
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Figure 5. The diffrences in roads length. 

 

            

            

            

            

         

 

 

 

 

 

 

 

 

 

Figure 6. The differences in centoroid. 

 

            

            

    

 

 

 

 

 

 

 

 

 

 

 

Figure 7. The differences in start points. 

 

 

 

 

0

10

20

30

40
Fr

eq
u

en
cy

 

Differences in Length (m) 

 

0

5

10

15

20

25

30

35

40

Fr
eq

u
en

cy
 

The shift between centoriod points (m) 

 

0

5

10

15

20

25

30

Fr
eq

u
en

cy
 

The shift between start points (m) 



Journal of Engineering Volume   21  October  2015 Number 10 
 

 

149 

 

 

            

        

 

 

 

 

 

 

 

 

 

Figure 8. The differences in end points. 

 

            

            

            

         

 

 

 

 

 

 

 

 

 

 

Figure 9. The differences between node numbers. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10. The differences in direction. 
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