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ABSTRACT

The aim of this research is to adopt a close range photogrammetric approach to evaluate the

pavement surface condition, and compare the results with visual measurements. This research is
carried out on the road of Baghdad University campus in AL-Jaderiyiah for evaluating the scaling,
surface texture for Portland cement concrete and rutting, surface texture for asphalt concrete
pavement. Eighty five stereo images of pavement distresses were captured perpendicular to the
surface using a DSLR camera. Photogrammetric process was carried out by using ERDAS
IMAGINE V.8.4. The results were modeled by using a relationship between the photogrammetric
and visual techniques and selected the highest coefficient of determination (R?). The first technique
is efficient in evaluating the rutting with (R%) range between (0.985-0.997), (R?) for the scaling
range between(0.990-0.999),as compared to the visual evaluation. The macrotexture of the asphalt
concrete with a high (R?) range between (0.982-0.999) and (R?) for the cement concrete pavement
surface texture range between (0.980 - 0.998), as compared to the sand patch method.

Keywords: evaluation, pavement, photogrammetry, surface texture, visual.
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1. INTRODUCTION

Distress is defined as a condition of pavement structure that reduces the ability of a pavement to
provide a safe and comfortable ride to its users. A variety of pavement distress can occur due to
different causes such as loads, environmental problems, and poor pavement maintenance
management, NDOR, 2002.

The evaluation of pavement surface condition is considered as a first step in scheduling the
pavement maintenance program and assessment of budget requirements. Many techniques have
been established for such process, such as GIS, video imaging with image processing software and
even visual examination. Close-range photogrammetry may be used as a research tool in civil
engineering such as pavement evaluation monitoring. ERDAS IMAGINE software enables surface
conditions to be represented as ortho-image. Close-range digital photogrammetry is seen as
a possible approach in providing geometrical imaging for pavement distress studies without
physically touching the surface being measured. The results obtained by this technique are
compared with visual inspection, Chai, 2005.

2. MANUAL DATA COLLECTION

One of the common methods of obtaining pavement distress information is by visual inspection.
The alternative approach is surveying the roads in a vehicle traveling. Manual assessment can be
finished directly on the road or later in the office, Ahmed and Haas, 2009.

2.1 Visual Observation

Visual observation of pavement distress is the most common method for monitoring pavement
surface condition. This has been traditionally performed by trained engineers who walk along the
road to assess the distresses and produce report sheets. This technique is more dangerous and time-
consuming. In addition, the accuracy and consistency of the data also depend on the experience of
the inspectors who perform the survey, Oh, 1998.

2.2 Stereo Photogrammetric System
Image-collection technology is the systems record pavement surface images using a video camera or
photographic camera mounted on a survey vehicle, Ali , 2013.

Photogrammetric evaluation is either done manually by capturing image and specially designed
workstations while trained crews rate the recorded road surface or automatically by computer image
processing software, ACSIRO, 2009.

3. EXPERIMENTAL WORK

An attempt to investigate the potential capabilities and flexibility technique of the measurement-
based vertical stereovision system and ERDAS IMAGINE 8.4 software in quantification of
pavement distresses is being performed and comparison of this technique with the visual method
will be adopted.
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4. PHOTOGRAMMETRIC PROCESS

The work flow process for collection of stereo images for system photogrammetric using is
made up of five steps:

1. The Frame Design.

2. Calibration of Camera.

3. Measurements of Ground Control Points

4. Image Data Acquisition.

5. Photogrammetric Processing (ERDAS IMAGINE Software V.8.4).

4.1 The Frame Design
This frame was designed by fixing the height of photo exposure is (1m.), the desired focal length
is (24mm), photo overlapping (60%) therefore, the base line become (37.5cm.). As shown in Fig.1.

4.2 Calibration of Camera.

Photogrammetric technique is performed by using DSLR camera (Canon EOS 600D).The
camera calibration was done by Photo Modeler Program. The report of calibration camera is shown
in Table 1.

4.3 Image Capture Stage

Within the study area, Eighty five stereo pair images of pavement distresses were captured
perpendicular to the surface using Cannon EOS 600D with a resolution of 18 mega-pixels). A single
stereo image was captured with 60% overlap setting. As shown in Fig.2.

4.4 Measurements of Ground Control Points

Photogrammetric field work began with creation of certain distribution of control points around
the area of distress. As shown in the Fig.3. At least 3GCPs spread across each image were marked
and measured with a Total Station device (TOPCON, GTS 235). Part of the coordinates of ground
control points are illustrated in Table 2. GCPs referenced by to the tow points which measured by
using Differential Global Position system (TOPCON Hiper- GR3). As shown in Fig.4. Coordinates
of Bench Mark points are listed in Table 3.

4.5 Photogrammetric Processing
This process was carried out using ERDAS IMAGINE software version 8.4.

4.5.1 Triangulation process

Triangulation is performed to estimate the (X, Y, and Z) locations of tie points in stereo model
and exterior orientation parameters (EOP) of images can be computed. The distribution of the
ground control points, and other points in the adjusted stereo model was shown in Fig.5. The
adjusted (EOP) that resultant from triangulation process are listed in Table 4.

4.5.2 Creation ortho-images

After performing triangulation with ERDAS IMAGINE software, ortho-images were created.
Window measurement tool in orthorectified image that necessary to measure lengths, area and other
distress condition. Orthorectified image is shown in Fig.6.
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5. VISUAL INSPECTION APPROACH

Distress approach of Visual techniques was based on USDOT-FHA, 2003 and NDOR, 2002
which performed by walking along the roadways, visually assessing the distress areas. The
equipments were used represented by tape measure, ruler graduated in millimeters. Fig.7 shows the
pavement distress measured by using tape measures.

6. MEASUREMENT of SURFACE TEXTURE
The average macrotexture depth of asphalt concrete and cement concrete pavement surface
determined using “sand patch” method ASTM E 965. Fig.8 shows the sand patch test setup.

7. THE RESULT AND DISCUSSION

Results were modeled by using a mathematical relationship between the two techniques and
selected the highest coefficient of determination (R?). Pavement distresses divided into asphalt
concrete and cement concrete pavement distresses.

A. Asphalt Concrete of Pavement Surface

A.1 Rutting

Table 5 shows the assessment of rutting area, depth and intensity using (photogrammetric and
visual methods).Fig.9 shows the correlation of results obtained by using both methods, it shows
high correlation as indicated by high coefficient of determination R? = (0.997), (0.985), (0.996)
for area, depth and intensity.

A.2 Macrotexture of asphalt concrete pavement

Table 6 shows the assessment of Macro texture area, depth and intensity using both testing
methods (photogrammetric and sand patch MTD). Fig.10 shows the correlation of results
obtained by using both methods, it shows high correlation as indicated by high coefficient of
determination R? = (0.999), (0.982), (0.999) for area, depth and intensity respectively. Such result
is agreed with the work Alshareef, 2011, China and James, 2012.

B. Cement Concrete Pavement

B.1 Scaling

Table 7 shows the assessment of scaling area, depth and scaling intensity using both testing
methods. Fig.11 shows the correlation of results obtained by using both methods, it shows high
correlation as indicated by high coefficient of determination R? = (0.999), (0.990), (0.998) for
area, depth and intensity respectively.

B.2 Macrotexture of cement concrete pavement

Table 8 shows the assessment of Macrotexture area, depth and intensity using both testing
methods (photogrammetric and sand patch MTD). Fig.12 shows the correlation of results
obtained by using both methods, it shows high correlation as indicated by high coefficient of
determination R? = (0.998), (0.980), (0.998) for area, depth and intensity respectively.



Number 1 Volume 22 January 2016 Journal of Engineering

8. CONCLUSIONS

The fo
1.

Ilowing conclusions have been made:-

Photogrammetric technique provides the ablity of accommodate more types of asphalt and
concrete pavement surface distresses in the study area, especially, distress depth, and area by
using a stereo vision technology.

Photogrammetric approach is efficient in evaluating the rutting with a high coefficient of
determination ranged between (0.985 - 0.997) and the scaling with a high coefficient of
determination ranged between (0.990 — 0.999), as compared to the traditional method of
visual evaluation.

Photogrammetric approach is efficient in evaluating the macrotexture of the asphalt concrete
with a high coefficient of determination ranged between (0.982 - 0.999) and cement concrete
pavement surface with a high coefficient of determination ranged between (0.980 - 0.998), as
compared to the traditional sand patch method.
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NOMENCLATURE

R?: coefficient of determination.

w : rotation angle around the x axis.

¢ : rotation angle around the y axis.

. rotation angle around the z axis.
DGPS: differential global position system
DSLR: digital single lenses reflex

Elev.: elevation

EOP: exterior orientation parameters
ERDAS: earth resources data analysis system
GCPs: ground control points

GIS: geographical information system
GR3: grade r3
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Figure 2. Stereo overlap image (60%).

Figure 3. Ground control point around distress area.
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Figure 4. Sketch of two GPS points at the study area and DGPS device.
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Figure 5. Distribution of ground control points, tie points and check points in the adjusted stereo
model.
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Figure 8. Sand patch test.
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Table 1. The calibration report, camera: Canon EOS 600D.

Name Value mm Deviation (mm)
focal length 22.522933 0.008
Xp 11.499973 0.005
yp 7.910362 0.005
f h - format height 15.113000 2.1x 10 %
f w - format width 22.677364 2.2x10 "™
k1 - radial distortion 1 2519 x10 %% | 9.6x10°%
k2 - radial distortion 2 4.488 x 10 08 1.7 x 10 98
k3 - radial distortion 3 0.000x 10 *°® | 0.00 x 10 °®
pl - decentering distortion 1 | 2.094 x 10 "% 9.4x10 %
p2 - decentering distortion 2 | 1.125x 10 "™ 8.0x 10"
pixel size 0.00470
Table 2. Part of coordinate ground control points coordinates.
sterleg pair plo [')nt Northing(m) | Easting (m) | Elevation (m)
1 3 3682416.52 | 442628.099 33.746
5 3682416.09 | 442627.967 33.756
6 3682416.176 | 442628.118 33.748

Table 3. Coordinates of the two points measuring by DGPS system.

point ID. | grid Northing (m) | grid Easting (m) | Elevation (m)
pointl 3682104.053 442365.913 34.037
point2 3682314.976 442495.494 33.828

Table 4. Some of adjusted exterior orientation parameters.

tlelgg)mt Northing (m) | Easting (m) | Elev. (m) | omega(?’) | phi (¢) kappa (k)
1 3682416.3421 | 442627.8161 | 34.7533 0.0442 | -0.8727 | -90.2681
2 3682416.4613 | 442628.2282 | 34.7491 | -1.0044 | 0.0343 | -87.8727
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Table 5. Comparison result of rutting.
sections area (m°) depth (mm) intensity%
- - no. of sample - - -
section | section samples D visual photo. visual photo. visual photo.
starting | ending ' inspection | system | inspection | system | inspection | system
1+250 | 1+300 1 33 4.20 4.16 2.0 2.14 1.24 1.22
2 34 3.31 3.08 4.0 4.12
1+300 | 14350 73 38 088 | 085 | 40 | a17 | * | 116
4 57 3.10 2.95 5.0 5.29
2+150 | 2+200 5 59 1.60 1.57 5.0 5.09 1.67 1.61
6 60 0.97 0.96 4.0 4.26
7 64 4.68 4.60 5.0 5.20
2+250 | 2+300 8 65 2.10 1.94 7.5 7.20 2.27 2.15
9 67 8.40 7.86 4.0 4.67
tested sample 9 re%:(e);sellon y =1.060x - 0.049 | y=1.074x-0.528 | y=1.067x - 0.038
number % 0.997 0.985 0.996
Table 6. Comparison result of macrotexture of asphalt concrete pavement.
sections number area (m2) depth (mm) intensity%
- - sample ; - -
section | section of ID visual photo. visual photo. visual photo.
starting | ending | samples ' inspection | system | inspection | system | inspection | system
1 17 8.47 8.39 0.73 0.64
0+450 1 0+500 = 18 11.05 | 1058 | 090 | 0s3 | °°r | 50
3 25 15.00 14.69 0.84 0.76
0+700 | 0+750 2 26 26.40 55 02 110 0.96 13.35 13.10
5 78 2.04 1.97 0.95 0.83
1+300 | 1+350 6 32 1.98 1.97 0.74 0.64 1.88 1.15
7 39 2.38 2.34 0.96 0.81
8 56 42.00 41.39 1.37 1.22
9 57 8.16 7.97 1.12 1.05
2+150 | 2+200 10 £9 =20 737 0.61 0.67 19.17 18.90
11 60 7.64 7.57 0.66 0.64
tested sample 1 reﬂgi‘f” y = 1.015x + 0.034 | y = 1.099x + 0.015 | y = 0.980x + 0.543
number % 0.999 0.982 0.999
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Table 7. Comparison result of scaling of cement concrete pavement.

sections area (m?) depth (mm) Intensity %
number
. . of sample . . .
section | section ID. visual photo. visual photo. visual photo.
. : samples : . . . . )
starting | ending inspection | system | inspection | system | inspection | system
0+650 | 0+700 29 0.3280 | 0.3293 1.50 1.75 0.12 0.09
0+700 | 0+750 30 16.40 16.23 1.30 1.37 5.29 5.24
1+250 | 1+300 82 3.08 2.92 1.40 1.60 0.59 0.84
tested sample . Ol | Y= 1007x+0.063 | y=0517x+0.586 | y=1027x-0.112
number R’ 0.999 0.990 0.998

Table 8. Comparison resu

It of surface texture of cement concrete pavement.

sections number I area (m?) depth (mm) intensity%
sample
section | section of |Dp visual photo. visual photo. visual photo.
starting | ending | samples ' inspection | system | inspection | system | inspection | system
1 6 0.59 0.53 0.99 0.85
2 11 0.09 0.08 0.75 0.70
0+300 | 0+350 3 12 431 .05 0.80 0.78 1.6996 | 1.6001
4 14 0.73 0.72 0.77 0.63
0+350 | 0+400 5 31 1.100 1.096 0.54 0.47 0.36 0.33
0+450 | 0+500 6 16 4.11 4.09 1.33 1.16 1.224 1.218
7 40 4.66 4.55 0.68 0.52
1+350 | 1+400 3 a1 546 > ad 0.61 0.50 2.09 2.06
1+400 | 1+450 9 46 1.49 1.47 0.85 0.79 0.433 0.425
10 61 1.11 1.05 0.73 0.66
2+200 | 2+250 11 62 0.54 0.50 0.98 0.84 0.48 0.46
12 63 1.60 1.56 0.57 0.54
tested sample > re?}gﬁgﬂf” y=1.026x+0.005 | y=1086x+0.036 | y=1.023x+0.01
number R’ 0.998 0.980 0.998

14




Number 1 Volume 22 January 2016 Journal of Engineering

Some Durability Test of No-Fine Concrete

Shakir Ahmed Salih Tuga Alaa Fidel
Professor Engineer
Department of Building and Construction College of Engineering
University of Technology University of Baghdad
Email: professorshakir@uotechnology.edu.ig Email: tuka_90 alaa@yahoo.com
ABSTRACT

|n this study, two types of mixes were adopted by using two grading of coarse aggregate.

The practical side of this study was to produce no-fine aggregate concrete by using crushed clay
brick aggregates. The durability of the produced concrete and internal sulfate attack was studied.
For durability assessment, it is found that the no-fine concrete made with crushed brick
aggregate lost about (15-25) % of its compressive strength after being subjected to 60 cycles of
wetting and drying with age 120 days. The curing condition showed that the water curing
improved the compressive strength with a rate higher than that when sealed or air dry curing
were used. The crushed brick no-fine concrete deteriorated in compressive strength after
exposure to internal sulfate attack for 60 cycles; the percentage decrease was about (23.33-25)
and (25-27.5) % for 0.57 and 0.83sulfate content respectively.

Keywords: compressive strength, durability, internal sulfate attack.
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1. INTRODUCTION

No-fine concrete, sometimes referred to as porous or open textured concrete, is a
concrete consisting of cement, water, and coarse aggregate (size ranges 19.0- 9.5mm) only
without fine aggregate. Thus it contains voids throughout the concrete matrix. ™ When fine
aggregate is omitted a lightweight concrete is formed. It is an agglomeration of coarse
aggregate particles surrounded by a coat of cement past up to about 1.3mm thick. Thus, large
pores exist through the body of concrete and these pores are important factor for low
strength, low thermal conductivity and its lightweight nature The large sizes of these pores
do not allow water to transit by capillary characteristics through concrete matrix. ! No-fine
concrete is commonly used in the manufacture of precast concrete and in the manufacture of
interior and exterior walls of building units (bearing and non-bearing). It is also used in
partition construction and insulations. Britain used no-fine concrete for commercial purposes
in 1924. During World War 11, studies and research on no-fine concrete started to rise and
develop and resulted in about 130000 building that used this type of concrete in Britain
between ,1945and1961.

Desai ! studied the effect of the size of aggregates and proportions of cement,
admixture, and water on the porosity of no fine concrete. His concluded that the samples in
which aggregates above 20mm were used were not porous from the base because of the large
voids in the cement slurry settled down. Also in all those cubes in which compaction was
done, the cement slurry settled down and thus made a flat bottom surface. So the final
conclusion was to use a maximum size of aggregates 10-19mm and not to compact it while
filling. Also the density of this concrete was less than the normal concrete because fine

aggregate were not used, and the strength was lower than that of normal concrete.

The high porosity of brick particles contributes to higher permeability; the porosity of
the particles has also shown to provide enhanced durability performance in freeze-thaw
testing. Most studies in this area have been performed on very small brick particles used as a
partial replacement for fine aggregate. Litvan and Sereda added brick particles of
approximately 0.5 mm in size to mortar and concrete mixtures in order to assess whether the
porosity of the brick would enhance freeze-thaw durability. Testing was performed in
accordance with ASTM C666, and ASTM C456 procedures to characterize the air void
parameters including spacing factor. They concluded that incorporation of small particles
(0.4 mm to 0.8 mm) with high porosity improved the freeze-thaw resistance of the mixtures.
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Arulrajah et al. investigated the use of recycled crushed brick as pavement subbase
material in Australia. The experiments included water absorption, Los Angeles abrasion loss.
The Los Angeles abrasion loss value obtained was just above the maximum limits specified
for pavement subbase material. At higher moisture ratio level, sheer strength of crushed brick
was found to be reduced beyond the acceptable limits. The geotechnical testing results
indicated that crushed brick may have to be blended with other durable recycled aggregate to
improve its durability and to enhance its performance in pavement subbase applications.

2. MATERIALS USED IN THIS STUDY
2.1 Cement
Ordinary Portland cement (OPC) manufactured in Iraq with a commercial name of
(Al-Mass) was used in no-fine concrete mixes throughout the present work. Tables 1 and
2 show the chemical analysis and physical properties of the cement used respectively.
Results indicate that the cement is conformed to the Iragi Standard Specification (1.S.Q)

No0.5/1984 .

Aggregate

A waste crush clay brick was used as coarse aggregate with single size (10mm and
20mm). It was brought from a project near the university and used as recycled materials. The
aggregate grading conformed to Iraqi specification ,N0.45/1984. as shown in Tables 3 and
4. Table 5 illustrates the specific gravity; bulk density (S.S.D), absorption, and sulfate
content of coarse aggregate used.

2.2 Water
Ordinary, tap water was used for washing, mixing and curing throughout this study.
2.3 Super Plasticizer
The super plasticizer used in this work is considering high range water reducing
admixture. It is commercially know as SP603. Table 6 shows its typical properties. This
admixture complies with the requirement of the ASTM C494-03

3. CONCRETE MIXES

Two concrete mixes with different grading of coarse aggregate were selected. The design
of mixes was performed in accordance with ,Shetty. cannot be done due to very little
cohesion between particles, experienced visual examination and trial and error method were
used for deciding optimum water/cement ratio. In this study the water/cement ratio chosen
was (0.3) for all mixes and after many trials and errors, the super plasticizer (0.8%) by
weight of cement was used.
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4. CASTINGAND CURING OF CONCRETE
According to ASTM C192-88 .concrete casting was carried out in two layers each layer
was compacted by simple Roding (25 blows). Mechanical compaction or vibratory method
may cause the cement paste to run off the aggregate. All specimens were covered with plastic
sheet to minimize water losses for 24+2 Hrs. After that, they were demoded and immersed in
water tank up to age 28, 90, and 180 days except drying and wetting and sulfate attack were
exposed to cycling at laboratory temperature of about (23+2 °C).
5. TESTING PROGRAM
5.1 Exposure Durability Test
To assess the durability of no-fine concrete in this study, specimens were exposed to
different environmental conditions. The no-fine concrete specimens were divided into
four groups. In group one specimen were immersed in water up to 6 months. In group
two specimens were exposed to air laboratory temperature up to 6 month. While in group
three specimens were kept cover with nylon sheet (sealed) for the same period. And
group four included two parts. In part one, the specimens were exposed to wetting and
drying for 60 cycles (each cycle included one day of wetting and one day of drying). And
in part two, specimens were exposed to wetting and drying for 20 cycles (each cycle
included immersion in water for three days and then air drying for three days).
5.2 Effect of Internal Sulfate Attack
To determine the effect of internal sulfate attack on the physical properties of no-fine
concrete The specimens were exposed to internal sulfate content by using crushed brick
with sulfate content of 0.57 and 0.83 to study the effect of using crushed brick with high
SO3; % on the compressive strength of produced no-fine concrete.
Total SO3 obtained by following equations:
YIY*C+PIY*S+XIY*A
Where:
C: amount of SO3 in cement.
S: amount of SO3 in sand.
A: amount of SO3 in coarse aggregate.
Y/Y: ratio of cement to cement per kg/m?®.
P/Y: ratio of sand to cement per kg/m®.
X/Y: ratio of coarse aggregate to cement per kg/m?>.
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For example:

SO3=1* 2.49 + 0+ 6*0.08= 2.97
SO3=1*2.49+ 0+ 6*0.57 = 5.91
SO3=1* 2.49 + 0+ 6*0.83=7.47

6. RESULTS AND DISSUSTION
Figs. 1 and 2 show the variation of compressive strength with number of wetting and
drying cycles (short and long interval) respectively. These results indicated that the
compressive strength of no-fine concrete specimens decreased with the increase number
of drying and wetting cycles. This is attributed to a reduction in the rate of hydration
process after each drying period. Also it was found that the compressive strength of no-
fine concrete made of large size aggregate particles was relatively less than that of no-
fine concrete made of small size aggregate particles before and after subjecting the

specimens to the cycles of wetting and drying. For example, the percentage decrease of
compressive strength of Mb20 after 60 cycles of short interval and 20 cycles of long
interval wetting and drying cycles was (20-25) % from Mb10.

Figs. 3 and 4 show the test results of air dry density for short and long intervals of

wetting and drying cycles for all no-fine concrete specimens. These results indicated that the
air dry density after subjecting the concrete to the long intervals of wetting and drying cycles
was higher than the air dry density of no-fine concrete after being subjected to short intervals
of wetting and drying cycles. This is attributed to erosion of materials for no-fine concrete
due to the water evaporation from voids and pores which are more than those in short
intervals of wetting and drying cycles.

Figs. 5, 6 and 7 show the data result of compressive strength of no-fine concrete
specimens exposed to different types of curing (immersed in water, sealed, and exposed to
laboratory environmental) for 28, 90, and 180 days. These results indicated that the no-fine
concrete specimens cured in water improved the compressive strength as compared with the
compressive strength of no-fine concrete specimens sealed in Nylon sheet and exposed to air.
This is attributed to the development of hydration process more than no-fine concrete
subjected to sealed and exposed to air. Fig. 8 also indicates that the density of no-fine
concrete specimens exposed to air or sealed with Nylon sheet was relatively less than the

density of no-fine concrete specimens that were cured in water.
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Fig. 9 shows the data results of compressive strength for crushed brick no-fine concrete
specimens subjected to internal sulfate attack. These results indicated that the compressive
strength of crushed brick no-fine concrete decreased when the cycles of wetting and drying
increased. This is attributed to the chemical reaction of sulfate with the cement gel (hydration
product) producing solid materials (calcium sulfoalominate) with larger volume that cause
stresses and cracking of the matrix. Fig. 10 shows the air dry density of no-fine concrete

specimens after wetting and drying cycles.

7. CONCLUSION

. The effect of long term interval of wetting and drying was higher than the effect of short term
interval of wetting and drying on the density and compressive strength by about (0.8-1.36) %
and (2.54-3.22) %, respectively.

The immersion of no-fine concrete in water improved the compressive strength with a rate

(5.51-17.32) % at 28 days higher than that when sealed or air dry curing were used.

. It is found that the increases of internal sulfate content increased the reduction of density and
compressive strength of no-fine concrete. Maximum reduction (4.5) % and (27.5) % was
found at sulfate content 0.83% for crushed brick no-fine concrete for density and

compressive, strength respectively.
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Acronyms

ASTM = American Society for Testing and Materials.

IQS = Iragi Standard Organization

Mb10 = crushed brick no-fine concrete made with maximum size 10.
Mb20 = crushed brick no-fine concrete made with maximum size 20.

Tablel. Chemical composition and main compounds of cement.

Oxide Limits of Iraqi
Composition Abbreviation Content (%) Specification
p No0.5/1984
Lime CaOo 61 -
Silica SiO, 19.84 -
Alumina Al,O3 5.28 -
Iron Oxide Fe,O3 4.2 -
Magnesia MgO 2.48 <5.0%
Sulfate SO3 2.49 <2.8%
Loss on L.O. 1. 3.8 <4.0%
Ignition
Insoluble 0
residue I.R. 1.13 <1.5%
L'mi saturated L.S.F 0.92 0.66-1.02
actor
Main Compounds (Bogue’s equations)
Tricalcium Silicate CsS 48.90 -
Dicalcium Silicate C,S 2027 i
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Tricalcium Aluminate CsA 6.89 -

| Tetracalcium alumino-Ferrite C.AF 12.76 - |

Table2. Physical properties of cement used throughout this work.

Limits of Iraqi
Physical Properties Test Results Specification
No0.5/1984

Setting time (Vicat’s apparatus)
Initial hrs. : min. 1:40 > 45 min
Final hrs. : min. 4:00 <10 hrs

Compressive strength of mortar
3days, MPa 21 > 15
7days, MPa 27 >23

Table3. Grading of crushed brick aggregate single size 10mm.

Sieve Size Percent passing
(mm)

% Passing Limits of Iraqi
Specification N0.45/1984

14 100 100

10 92.5 85-100

5 125 0-25
2.36 2.5 0-5
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Table4. Grading of crushed brick aggregate single size 20mm.

Percent Passing
Sieve size
. Limits of Iraqi specification
mm 0
o Passing N0.45/1984
375 100 100
20 92.5 85-100
10 12.5 0-25
5 2.5 0-5
Tableb. Properties of crushed brick aggregate.
Test Result Test Result
Property Grading Grading
10mm 20mm
Specific gravity 2.15 2.11
Bulk density 1130 1131
(S.S.D)
Sulfate content 0.08 0.08
Absorption 27 26

Table 6. Typical Properties of super plasticizers type F.

From Black Liquid
Color Dark Brown
Specific gravity 1.21@ 25+2°C
Chloride content Nil
Flash point N/A
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Table7. Compressive strength of no-fine concrete mixes subjected to (short and long)

intervals of wetting and drying.

Compressive Strength MPa
Type
rr?i]:( No. Cycle Short Interval Long Interval
' (28days) 30 cycle 60 cycle 10 cycle 20 cycle
Mb10 8 7.6 6.8 7 6.4
Mb20 6 5.5 4.8 5 4.5
Table8. Air dry density of no-fine concrete mixes subjected to (short and long)
intervals of wetting and drying.
Air Dry Density kg/m®
Type of
)r/npix. No. cycle Short Interval Long Interval
(28days) 30 cycle 60 cycle 10 cycle 20 cycle
Mb10 1507 1485 1458 1457 1424
Mb20 1438 1410 1378 1398 1353

Table9. Compressive strength of no-fine concrete specimens under different types of curing with

age.
Compressive Strength Mpa
Typ_e of Cured in Water Sealed in Nylon sheet Exposed to Air
mix.
28 days | 90 days | 180 days | 28 days | 90 days 180 28 days | 90 days 180
days days
Mb10 8 9.6 10.2 7 6.4 6.1 5.9 5.3 4.9
Mb20 6 7 7.8 4.6 3.5 2.9 3.4 2.8 2.3
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Tablel0. Fresh, 28-days (air dry and sealed), and surface saturated dry density.

Type of Air Dry Density Sealed Density Surface Saturated Dry
mixes. kg/m? kg/m? Density

Mb10 1507 1520 1530

Mb20 1438 1455 1465

Tablell. Average test result of compressive strength of internal sulfate attack test.

Compressive Strength (Mpa) after Cyclic Wetting And Drying into Water

TyPe of | Reference Sulfate content in crushed brick aggregate
MIXES. | Specimen
28 Days 0.08 sulfate content 0.57sulfate content 0.83 sulfate content
30 cycles | 60 cycles 30 cycles 60 cycles 30 cycles 60 cycles
Mb10 8 7.6 6.8 7 6 6.6 5.8
Mb20 6 5.5 4.8 5.3 4.6 5.1 4.5
Tablel2. Air dry density of internal sulfate attack test for no-fine concrete.
Air Dry Density
Type of
) At 28 0.08 sulfate content 0.57sulfate content 0.83 sulfate content
mixes.
days 30cycles | 60cycles | 30cycles | 60 cycles 30 cycles | 60 cycles
Mb10 1507 1485 1458 1473 1445 1468 1438
Mb20 1438 1410 1378 1402 1365 1395 1352
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Figurel. Variations of compressive strength with no. of wetting and drying cycle (short
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Figure2. Variations of compressive strength with no. of wetting and drying cycle (long
intervals).
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Figure3. Variation of air dry density of no-fine concrete with no. of wetting and drying cycle

(short intervals).
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Figure4. Variation of air dry density of no-fine concrete with no. of wetting and drying cycle

(long intervals).
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Figure5. Compressive strength of no-fine concrete with different age.
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Figure6. Compressive strength with age for no-fine concrete specimens under sealed curing.
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Figure7. Compressive strength with age for no-fine concrete specimens under air curing.
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Figure8. Density at 28 days with type of curing.
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Figure9. Compressive strength with No. of cycles of wetting and drying for no-fine concrete
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ABSTRACT

This thesis aims to study the effect of addition polymer materials on mechanical
properties of self-compacting concrete, and also to assess the influence of petroleum products
(kerosene and gas oil) on mechanical properties of polymer modified self-compacting concrete
(PMSCC) after different exposure periods of (30,60 ,90 ,and 180 days).

Two type of curing are used; 28 days in water for SCC and 2 days in water followed 26
days in air for PMSCC.

The test results show that the PMSCC (15% P/C ratio) which is exposed to oil products
recorded a lower deterioration in compressive strength's values than reference concrete. The
percentages of reduction in compressive strength values of PMSCC (15% P/C ratio) was (6.03%)
and (9.61%) up to 180 days of exposure to kerosene and gas oil respectively, relative to the same
mix immersed in water, while the percentages of reduction in compressive strength values of
SCC (reference concrete) was (21.18%) and (25.19%) up to 180 days of exposure to kerosene
and gas oil respectively, relative to the same mix immersed in water.

Flexural strength results present improvement for all ages and for all concrete mixes with
all percentages of polymer content.

The total water absorption values of PMSCC (15% P/C ratio) showed a better performance
than reference concrete mix when exposed to oil products. It was (1.34, 2.21, 2.17) % up to 180
days with samples immersed in water, kerosene, and gas oil respectively, with percentages of
reduction of (23.86%), (33.83%), and (31.33%) relative to the SCC (reference concrete).

Key words: polymer, self-compacting, kerosene, gas oil.
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1. INTRODUCTION
Oil has become one of the most vital energy resources from the beginning of the previous
century for its unique economic and operative characteristics. This has enabled it to exceed the
other available power resources, and its importance has increased rapidly with its wide spread
use and the discovery of huge oil reserves in different parts of the world, Ra'ed, 2002.
The main problems that restrict the successful use of concrete to store fuel oil are: the leakage of
oils especially the lighter products (that have specific gravity 0.875 at temperature 15C°) through
the structure pores, shrinkage cracks and joints, lea, 2004.
There is a difference in behavior of the petroleum storage concrete tanks, and water storage
concrete tanks, Matti, 1976. has shown that the leakage from concrete water tanks may reduce
with time due to the closure of some of the voids, disconnection of the capillary channels and
healing of some of the cracks due to the continuous hydration, and or accumulation of impurities.
Because of the inert nature of the petroleum towards concrete, such continued hydration is less
likely to occur in concrete petroleum tanks, but the wax deposits that are found in crude oil may
decrease the permeability of concrete. So, it is very important to decrease the cracks to a lower
bound to avoid any leakage of oil from the structure and to protect the concrete from
deterioration.

Due to the dominant improvements in the properties of concrete containing different types of
admixtures, it is very important to study the effect of these admixtures on the behavior of
concrete exposed to oil products, Al hamadani, 1997.

1.2: Polymer Modified Self-Compacting Concrete (PMSCC)

Polymer modified self-compacting concrete achieves the advantages of both Self-Compacting
Concrete (SCC) and Polymer Modified Concrete (PMC). Polymer modified SCC may be used
successfully in repair of concrete elements or construct new concrete elements especially when
concrete is subjected to sever conditions, Aliabdo , 2012.

1.2.1: Polymer modified concrete

One of the ways to make a material of high mechanical properties with satisfactory durability in
various environment and high aesthetic values is through a polymer modification of concrete.
These relatively new materials offer the advantages of higher strength ,improved durability, good
resistance to corrosion, reduced water permeability and greater resistance to damage from freeze-
thaw cycles.

The polymer materials are a group of carbon-containing (organic) materials, have
macromolecular structure of this sort. Polymer Latexes (or dispersions) which consist of very
small (0.05-5mm in diameter) polymer particles dispersed in water and usually produced by
emulsion polymerization. The polymer latexes are copolymer systems of two or more different
monomers, Ohama, 1998.
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Styrene-Butadiene-Rubber (SBR) is the type of polymer (Elastomers) which is used in this
study. It is a copolymer produced from butadiene and styrene. SBR has good low-temperature,
good water and weather resistance, Bolton, 1998.

1.2.2 Self-compacting concrete

SCC represents one of the most outstanding advances in concrete technology during the last
decade. At first developed in Japan in the last 1980s, SCC meanwhile is spread all over the world
with a steadily increasing number of applications, Holschemacher, and Klug, 2002.

Due to the highly flowable nature of SCC, care is required to ensure excellent filling ability,
passing ability and adequate stability. This ability is achieved by ensuring suitable rheological
properties of fresh concrete: a low vyield stress value associated with adequate plastic viscosity.
The use of superplasticizer and optimization of fine-particles packing and flow behavior are
those two of the central aspects of (SCC) mix proportioning . Fine particles including both
cement and filler materials (Pozzolanic or non Pozzolanic) are used in mix proportioning.
Among non Pozzolanic fillers, (limestone and dolomite) fines are most frequently used to
increase the content of fine particles in mixes, Bosiljkov, 2003.

2. LITERATURE REVIEW

, Ali, 2006. has studied the effect of oil products on mechanical properties i.e. compressive,

splitting tensile, and flexural tensile strength of original and polymer modified reactive powder

concrete in different exposure periods. He has concluded that

e for the specimens made of mixes containing polymer in different percentages, it appears
that, the increase in polymer to cement ratio (P/C) leads to continuous increase in
compressive strength up to P/C ratio of 0.14. The percentage of increase in compressive
strength for specimens cured in water up to 180 days was 10.8% compared with reference
concrete (original reactive powder concrete).

e the specimens made of mixes containing polymer in different percentages, showed
significant increase in flexural strength with the increase in P/C-ratio.

e for all types of concrete, the amount of increase in compressive, splitting tensile and flexural
strengths for the specimens cured in water is larger than that obtained from specimens
exposed to oil products up to the older ages of exposure to oil products.

e polymer modified reactive powder concrete shows higher reduction in total absorption for
both specimens cured in water or exposed to oil products. The percentages of reduction in
total absorption of polymer modified RPC compared to original RPC up to 180 days are
(40%) , (31%) and (42.8)% , for water, kerosene and gas oil respectively.

, Ali, 2013. has studied the effect of oil products on properties of self-compacting concrete. He

has concluded that:

e The compressive strength of SCC decreases as the exposure period to oil products increases.

The reduction for exposure period at 60 -180 days is between 11.59 -27.93% and 14.62 -

40.74% , 11.24 -37.69%and 2.66 % -23.81% for SCC continuously immersed in crude oil,

motor oil, fuel oil and gas oil respectively.

e The modulus of rupture is reduced in the range of 3.74 -24.01%, 4-25.98% , 3.6-24.67%

and 0.4 -21.92% after exposing to crude oil, motor oil , fuel oil and gas oil respectively for

exposure period of 60 - 180 days.

e The total absorption for SCC specimens continuous immersion in different oil products

increases as the time of continuously immersed increases. The percentage increase in exposure

period of 180 days is 1.9%, 2.64%, 2.91%, 3.06% for SCC continuously immersed in crude oil

,gas oil ,motor oil and fuel oil respectively.
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, Abed Al-Ameer, 2011. studied the influence of oil products (kerosene and diesel oil) on the
mechanical properties of steel fiber reinforced concrete. The compressive strength of concrete
decreases as the exposure period to oil products increases. At 120 days of exposure, the
compressive strength of concrete cubes (with and without SF) decreases. The decrease occure in
compressive strength for plain and for steel fiber reinforced concrete exposed to kerosene or
diesel.

3. MATERIALS AND EXPERIMENTAL WORK

3.1 Materials

Ordinary Portland cement type (1) was used. Tables 1 and 2 show the physical and chemical
composition properties of the cement used in this investigation respectively. Natural sand from
Al-Ukhaider region was used and crashed gravel with nominal maximum size of 14 mm from
Al-Niba'ee region was used.

3.2: Admixture:

3.2.1: High range water reducing admixture(superplasticiser)

Superplasticizer used throughout this study is known commercially as Glenium 51.

Glenium 51 is differentiated from conventional superplasticisers in that it is based on a unique
carboxylic ether polymer with long lateral chains. This greatly improves cement dispersion. At
the start of the mixing process the same electrostatic dispersion occurs but the presence of the
lateral chains, linked to the polymer backbone, generates a steric hindrance which stabilizes the
cement particles capacity to separate and disperse. Glenium 51 is free from chlorides and
complies with ASTM C494 Types A and F. Glenium 51 is compatible with all Portland cements
that meet recognized international standards, Degussa, 2002. Table 3 lists the properties of this
product.

3.2.2 Polymer

Styrene-butadiene copolymer latex (SBR) which is commercially named "Rheomix 141" was
used as a polymer modifier in this research. Rheomix 141 is a milky, white liquid, produced
from styrene and butadiene by high pressure emulsion polymerization. The latex consists of
microscopic particles of synthetic rubber dispersed in an aqueous solution. Rheomix 141
modified mixes may be slightly darker than corresponding unmodified mixes.

All cementitious mixes stated shall be modified with Rheomix 141, styrene butadiene copolymer
Latex, manufactured by Basf or similarly approved supplier has the following specification
shown in Table 4.

3.2.3 Fly Ash
Fly ash class F was used in this research according to ASTM C618-03, the chemical and
physical properties of fly ash are given in Table 5 and Table 6, respectively.

3.3 Oil Product
kerosene and Gas oil were used in this investigation. They were brought from AL — Daura
Refinery and stored in airtight steel and plastic containers to avoid any losses.

3.4 Concrete Mixtures

Four types of concrete mixtures (R, P1, P2 and P3) were made with respect to the ratio of
polymer (SBR) in concrete, mix design of SCC and PMSCC must satisfy the criteria of filling
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ability, passing ability and segregation resistance. The mix design method used in the present
study is according to, ERMCO, 2005, then the proportions of materials were modified after
obtaining a satisfactory self-compactability by evaluating fresh concrete tests. Several trial mixes
were carried out to determine the suitable dosage of superplasticizer, with compressive strength
of about 40 MPa at 28 days. Types of Mixture and its proportions shown in Table 7.

3.5 Casting and Curing of Specimens

The molds were cleaned and the internal surface was oiled to prevent adhesion of concrete after
hardening. Then the specimens were covered with polyethylene sheet in the laboratory for about
24 hrs and then the specimens were remolded carefully and immersed in curing water for two
days and for 26 days in air for PMSCC specimens, while the SCC was immersed in curing water
for 28 days.

3.6 Type of Exposure to Oil Products

After curing, some of these specimens were taken out to dry in the air for one week under
laboratory environment. After drying, some of these specimens were exposed to kerosene and
the others were exposed to gas oil for different periods (30, 60, 90 and 180 days).

3.7 Tests of Fresh Concrete

The workability of self-compacting concrete is high, so the conventional methods for testing the
workability cannot be used. Slump flow test, T50 cm test, V-Funnel test, L-Box test, and U-Box
test were used as test methods for workability properties of SCC by many researchers and
agencies. These methods are given in the European Federation dedicated to specialist
construction chemicals and concrete systems SCC Guidelines, ERMCO, 2005.

3.8 Hardened Concrete Test

3.8.1 Compressive strength test

The compressive strength was determined by using cubes tests according to British Standard B.S
1881: part 116, 1989. Each concrete cube was taken out of the curing tank and placed in the
compression device on one of its sides (after cleaning the faces of the cube) so that the
compressive load is applied perpendicularly to the direction of concrete placement in the moulds
at a constant rate.

3.8.2 Modulus of rupture

Prismatic specimens of (100*100*400) were used in the Modulus of Rupture (flexural strength)
test and cured as those of compressive strength, according to ASTM C78-02, with clear span
supported by 300 mm. The average of the two specimens was recorded.

3.8.3 Total water absorption

Total absorption in hardened concrete was determined according to ASTM C642-06 9. This
test method is useful in developing the data required for conversion between mass and volume
for concrete. It can be used to determine conformance with specifications for concrete and to
show differences from place to place within a mass of concrete.

4. RESULTS AND DISCUSSIONS

4.1 Fresh Properties of SCC and PMSCC

The four mixes (R, P1, P2 and P3 ) were prepared, then the fresh properties of each of them
were evaluated by four tests, which were, Slump Flow and T50 test, V-Funnel test, L-Box test,
and U-Box test. Table 8 shows the results of these tests for all mixes.
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4.1.1: High range water reducing admixture dosages

Dosages of superplasticizer were adjusted to give the required flow. The effect of
polymer/cement ratio (p/c) content on the dosage of chemical admixture (superplasticizer) is
shown in Table 9. From this Table, it is clearly that the increase in polymer/cement ratio content
is lead to decrease in the dosage of required superplasticizer. This effect may be due to the
plasticizing effect of polymers. The reduction in a dosage of superplasticizer is 15%, 25% and
35% for polymer modified self-compacting concrete with 5.0%, 10.0% and 15.0% styrene
butadiene rubber, respectively compared with that of self-compacting concrete. From this table,
it is seen water content is constant.

4.2 Hardened Properties of SCC and PMSCC

4.2.1 Compressive strength

The results of compressive strength tests on reference concrete (SCC) and the polymer modified
self-compacting concrete (PMSCC) exposed to oil products up to 180 days of exposure are
given in Tables 10. The graphical representations of these relations are shown in Figs. 1 to 4.
The compressive strength of Polymer modified self-compacting concrete immersed in water is
higher than that of reference concrete (SCC) at all test periods and the percentages of increasing
rise with the increase in P/C ratio. This behavior may be due to the addition of polymers (SBR)
which leads to form a continuous three dimensional polymer network which interpenetrates the
cement paste, and the partial filling of the pores with the polymer particles reduces the porosity
of the polymer modified self compacting concrete.

The test results showed that there's no difference in compressive strength for specimens which
exposed to kerosene and gas oil for 30 days, in comparison with the same mixes immersed in
water and at the same age. This is due to the pores inside the SCC and PMSCC which were still
partially filled with water leading to further hydration that delays, the deterioration of concrete,
Al-Hadithi, 2005. Also, it may be due to the low permeability of SCC and PMSCC mix
produced in this investigation since the presence of flyash leads to a modification in the
microstructure of concrete. This will delay the deterioration of all mixes subjected to oil
products.

The compressive strength for all mixes exposed to oil products decreases moderately with time
in comparison with the same mixes immersed in water at the same age. The deterioration in
compressive strength may be due to the extension of gel pores and spreading solid hydration
components due to penetration of oil products into the microstructure of SCC and PMSCC
leading to weak adhesion and cohesion forces in cement in addition to the effects of oil products
on the SCC surface interactions. After exposure to the oil products, reference SCC indicates that
the maximum percentages reduction values in compressive strength were up to 21.2% for the
specimens exposed to kerosene and 25.2% for the specimens exposed to gas oil for 180 days
respectively in comparison with the same mixes immersed in water at the same age. While the
percentages of reduction in compressive strength for concrete mixes P1, P2, and P3 were 13.7%,
9.2%,and 6% for the specimens exposed to kerosene, and 14.8%, 11%,and 9.6% for the
specimens exposed to gas oil for exposure periods of 180 days respectively, and when compared
with the reference concrete it can be seen that the rate of deterioration decreased with the
increase in P/C ratio at all test ages. The reasons for this behavior is the good compatibility for
styrene butadiene rubber (SBR) Latex and bond strength, low porosity, in addition to the
excellent strength and durability properties of the SBR itself, and the other reason for this
behavior is the reference mixes enables them to gain a reasonable strength by the hydration
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operation only, whereas, for concrete mixes containing polymer (SBR) both the cement
hydration and production of polymer film by polymerization are responsible for strength gain. In
addition, the secondary hydration products around the pozzolan particles tend to fill the capacity
void and reduce their size, Mehta, 2002.

4.2.2 Modulus of Rupture

The results of modulus of rupture tests on reference concrete (SCC) and the polymer modified
self compacting concrete (PMSCC) exposed to oil products are given in Table 11. The
graphical representations of these relations are shown plotted in Figs. 5 to 8.

The results of modulus of rupture of Polymer modified self-compacting concrete exposed to
water is higher than that of reference concrete (SCC) at all test periods . Also this increase arises
with the increase in P/C ratio at all ages. The reasons for this behavior in addition the reasons
aforementioned in the compression are a considerable increase in the strength characteristics of
the flexural section especially at tension side, because the transition zone elasticity will be
utilized to large degree as compared with that of reference concrete.

The modulus of rupture for all mixes exposed to oil products decreases moderately with time.
The reduction in modulus of rupture may be due to the extension of gel pores and spreading solid
hydration components due to penetration of oil products into the microstructure of SCC and
PMSCC leading to weak adhesion and cohesion forces in cement in addition to the effects of oil
products on the SCC surface interactions.

For the reference concrete (SCC) exposed to the oil products, the maximum reduction values
were up to 23.3% for the specimens exposed to kerosene and 27.6% for the specimens exposed
to gas oil for 180 days respectively in comparison with the same mixes immersed in water.
While the reduction in modulus of rupture for concrete mixes,P1, P2, P3 was 20.1%, 17.3%,
13.7% for the specimens exposed to kerosene, and 23.9%, 18.7%, 15.6% for the specimens
exposed to gas oil for exposure periods of 180 days respectively in comparison with the same
mixes immersed in water, and when compared with the reference concrete it can be seen that the
rate of reduction in modulus of rupture is improved with the increase in P/C ratio at all test ages.
The reasons for this behavior is the good compatibility between Styrene butadiene rubber (SBR)
Latex and bond strength, low porosity, in addition to the excellent strength and durability
properties of the SBR itself. The other reason for this behavior is the reference mixes make them
gain a reasonable strength at early ages, as the hydration operation responsible for this strength,
whereas, for concrete mixes containing polymer (SBR) both the cement hydration and
production of polymer film by polymerization are responsible for strength gain. In addition, the
secondary hydration products around the pozzolan particles tend to fill the capacity void and
reduce their size.

4.2.3 Total Water Absorption

The results of total absorption tests for reference concrete (SCC) and the polymer modified self-
compacting concrete (PMSCC) exposed to oil products are given in Tables 12. The graphical
representations of these relations are shown plotted in Figs. 9 to 12.

Test results indicate that the total absorption of all specimens immersed in water decreases
continuously with the progress of age. This is because of the partial filling of pores by the
hydration and polymerization reaction which reduces capillary porosity, which is confirmed by
other investigations.

The total water absorption decreases with the increase in P/C ratio of all specimens immersed in
water at all test periods. This behavior is because of the low porosity of polymer modified self-
compacting concrete compared with reference concrete and the dispersion of polymer particles
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(which fill or envelope the large pores) which create a tight membrane around these pores

causing discontinuity of capillary pores, Bolton, 1998. And, Mangat, 1978. This polymeric
system controls the water movement through the concrete structure. It is clear that the addition of
polymer leads to decrease the absorption ratio in all conditions, where the percentage of decrease
in absorption at the age of 28 day is (22.86, 28.31, 32.73 )% for P1 , P2, P3 respectively, in
comparison with the reference mixes

The total absorption of all mixes exposed to oil products increases with time. The total
absorption for reference concrete increases gradually (2.43%, 2.71%, 2.86% and 3.34%) after
exposure to kerosene, and (1.93%, 2.29%, 2.47% and 3.16%) after exposure to gas oil ,for
soaking periods of 30,60, 90 and 180 days respectively, whereas, for concrete mixes P1, the total
absorption increases gradually (2.18%, 2.47%, 2.51% and 2.94%) after exposure to kerosene,
and (1.81%, 2.12%, 2.25% and 2.89%) after exposure to gas oil ,for soaking periods of 30,60, 90
and 180 days respectively , whereas, for concrete mixes P2, the total absorption increases
gradually (2.02%, 2.31%, 2.43% and 2.77%) after exposure to kerosene, and (1.74%, 1.96%,
2.03% and 2.43%) after exposure to gas oil, for soaking periods of 30,60, 90 and 180 days
respectively, whereas, for concrete mixes P3, the total absorption increases gradually (1.84 %,
1.94 %, 2.08 % and 2.21 %) after exposure to kerosene, and (1.68%, 1.84%, 1.89% and 2.17 %)
after exposure to gas oil ,for soaking periods of 30,60, 90 and 180 days respectively. This is due
to the harmful effects of oil products on the microstructure of the concrete(microstructure of
cement paste) and the bond between aggregate and cement paste formation of micro crack in the
interfacial transition zone which leads to increase the porosity and then increase the absorption
of concrete, Matti, 1976.

Polymer modified self-compacting concrete mixtures (P1, P2 and P3) exposed to the oil products
showed significant reduction in total absorption when compared with the reference concrete
exposed to the oil products, and the rate of reduction in total absorption was raised with the
increase in P/C ratio at all test ages. The percentages of reduction in mixes P1 compared to
Reference concrete were (13.61%) and (9.34%) up to 180 days for specimens exposed to
kerosene and gas oil respectively, whereas, for concrete mixes P2, the percentages of reduction
in mixes P2 compared to Reference concrete were (17.07%) and (23.1%) up to 180 days for
specimens exposed to kerosene and gas oil respectively, whereas, for concrete mixes P3, the
percentages of reduction in mixes P3 compared to Reference concrete were (33.83%) and
(31.33%) up to 180 days for specimens exposed to kerosene and gas oil respectively. This is due
to the fact that polymer modified concrete has a structure in which the larger pores can be filled
with polymers or sealed with continuous polymer films. In general, the effect of polymer filling
or sealing increases with a rise in the polymer content or polymer-cement ratio. These features
are reflected in reduced water absorption, Ohama, 1998.

5. CONCLUSIONS
Based on the experimental results of this research, the following conclusions can be drawn:

1. For constant water content, the polymer content (SBR) reduces the dosage of
superplasticizer when added to the concrete mixes and the percentage of reduction
increases with the increase in the P/C ratio.

2. The compressive strength and modulus of rupture, for SCC and PMSCC specimens
continuously immersed in water after curing increase with age, while the total absorption
and voids for SCC and PMSCC specimens continuously immersed in water after curing
decrease with age.

3. The effect of polymer on modulus of rupture is higher than that on compressive strength
in specimens immersed in water after curing. For modulus of rupture, the percentage of
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increase in mix P3 up to 180 days is (43.61%), whereas, for compressive strength is
(17.18%) in comparison with the reference concrete.

The test results for the compressive strength and modulus of rupture of all mixes
exposed to kerosene and gas oil for 30 days showed that there's no difference in values
when comparison with the same mixes immersed in water at the same age, then they
drop continuously up to 180 days exposure.

The compressive strength of all mixes deteriorated as the exposure period to oil products
increases. The percentage of reduction in reference concrete for exposure period at 180
days is (21.2%, and 25.2%), whereas, for concrete mixes P1 it is (13.7%, 14.8%). For
concrete mixes P2 it is (9.2%, and 11%). For concrete mixes P3 it is (6%, and 9.6%).
After exposure to kerosene, and gas oil ,respectively in comparison with the same mixes
immersed in water at the same age.

The modulus of rupture of all mixes deteriorated as the exposure period to oil products
increases. The percentage of reduction in reference concrete for exposure period at 180
days is (23.3 %, and 27.6%), whereas, for concrete mixes P1 it is (20.1%, 23.9%),
whereas, for concrete mixes P2 it is (17.3%, and 18.7%). For concrete mixes P3 it is
(13.7%, and 15.6%). After exposure to kerosene, and gas oil, respectively in comparison
with the same mixes immersed in water at the same age.

. The total absorption of all mixes increases as the exposure period to oil products

increases. The percentage of increase in reference concrete for exposure period of 180
days is (89.77%, and 79.55%), whereas, for concrete mixes P1 it is (78.18%, 75.15%),
and for concrete mixes P2 it is (85.91%, and 63.09%). For concrete mixes P3 it is
(64.93%, and 61.94%). After exposure to kerosene, and gas oil, respectively in
comparison with the same mixes immersed in water at the same age.

The development of strength with age for mix P3, when exposed to oil products is
larger than that obtained for reference concrete specimens immersed in water at the same
age. The compressive strength up to 180 days for mix P3 was (57.7 and 55.5) MPa after
exposed to kerosene and gas oil, while it was (52.4) MPa for reference concrete.
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Figure 1. Relationship between compressive strength for mix R and durations of immersion in
water, kerosene and gas oil.

65.0
63.0
61.0
59.0
57.0
55.0 I
51.0

49.0 P

47.0 "—__A—,", — —&—water

45.0 Ao kerosene
430 -l

41.0
39.0
37.0
35.0

0.0 30.0 60.0 90.0 120.0 150.0 180.0 210.0

Compressive strength (MPa)

Exposure period (day)

Figure 2. Relationship between compressive strength for mix P1 and durations of immersion in
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Figure 7. Relationship between modulus of rupture for mix P2 and durations of immersion in
water, kerosene and gas oil.
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Figure 8. Relationship between modulus of rupture for mix P3 and durations of immersion in
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Figure 10. Relationship between total absorption for mix P1 and durations of immersion in
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Figure 11. Relationship between total absorption for mix P2 and durations of immersion in
water, kerosene and gas oil.
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Table 1. Physical properties of cement.

Limit of Iraqi Specifi-
cation No. 5/1984

>2300

Physical properties Test result

Specific surface area
(Blaine method), cm?/gm
Setting time (Vicat's apparatus)

2900

1:50
4:29

>0:45
<10:0

Initial setting time, hrs: min.
Final setting, hrs: min.
Compressive strength

3days, N/mm?
7days, N/mm?

20.4
31.6

>15
>23

Table 2. Chemical composition and main compounds of cement.

Oxide
Composition

Abbreviation

Content (%)

Limit of lraqgi Specifi-
cation NO. 5/1984

Lime

CaO

58.98

Silica

SiO,

19.74

Alumina

Al O3

3.72

Iron Oxide

Fe,O3

3.54

Magnesia

MgO

3.78

<5.0%

Sulfate

SO3

2.73

<2.8%

Loss on Ignition

L.O.l.

3.46

<4.0%

Insoluble residue

I.R.

0.74

<1.5%

Lime saturation

L.S.F.

0.92

0.66-1.02

Factor

Main Compounds (Bogue's equations)
CsS 52.26
C,S 17.17
CsA 3.87

C,AF 10.77

Tricalcium Silicate
Dicalcium Silicate
Tricalcium Aluminate
Tetracalcium alumino-ferrite

Table 3. Typical properties of (Glenium 51).

Concrete super plasticizer
Viscous liquid
Color Light brown
Relative density 1.1 at 20°C
pH value 6.6
Viscosity 128 +/ - 30 cps at 20°C

Main action
Form
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Table 4. Typical properties of styrene butadiene copolymer Latex.

Properties

Volume 22 January 2016

Journal of Engineering

Description

Composition

A milky, white styrene butadiene copolymer latex,
specifically made for use with Portland cement.

Ph

10.5.

Specific gravity

1.00-1.03

Mean particle size

0.17 micron.

Butadiene content

40% by weight of Rheomix 141 polymer.

Styrene

60 (% by weight)

Table 5. Chemical properties of Fly Ash.

Chemical Properties

Oxide content %o

ASTM C 618-03

Silica (SiO;)

4.7

Alumina (Al,O3)

31.91

Iron Oxide (Fe,O3)

8.79

Calcium Oxide (CaO)

1.5

Magnesia Oxide (MgO)

0.21

Sulfate (SO3)

0.06

Loss on Ignition

2.05

Physical Properties

<
<
I SiO,+AlL,O3+Fe, 03 95.4 > 70 I

Table 6. Physical properties of Fly Ash.

Test Results

Colour

Grey

Specific gravity

2.15

Strength Activity Index

93%

Table 7. Types of concrete mixtures and Mix proportions.

Mix proportions (Kg/m3)

< | <
o

LL

Plasticize

(S.P)

plasticize/C

Polymer/C

Reduction

S.P.

=
w

> o
ol w
W | W
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Table 8. Results of fresh properties tests for all mixes.

L-Box
blocking
ratio
(H2/H1)

U-Box
filling
height
(H2-H1)
Mm

V-
Funnel
Time
(Sec.)

Segregation
Index
(visual)

0.90

12

10

homogeneou

S

0.85

15

11

homogeneou

S

0.91

10

9

homogeneou

s |

0.88

13

10

homogeneous

Table 9. Average compressive strength results of all mixes at various periods of immersion in
water and oil products.

2 Compressive strength of all mixes after different exposure periods (MPa)
T 0O
f:’: S Duration of exposure (Age) day
©
= g é 30(65) 60(95) 90(125) 180(215)
- | 85
L[5 @
0n | s t;n, A o A o X « A ©
s | 2|12 B |85 2|53 8|58 5]|®
ce @ D =} ® d =} @ @ =} @ & o,
R | 406 | 431|451 |44.7 | 46.2 | 446 | 43.6 | 50.3 | 44.1 | 42.8 | 52.4 | 41.3 | 39.2
P1 | 40.8 | 43.7 | 453 | 45.1 | 48.3 | 46.7 | 46.2 | 52.2 | 47.1 | 46.9 | 55.3 | 47.7 | 47.1
P2 | 415 | 446 | 46.2 | 458 | 49.7 | 48.6 | 485 | 53.7 | 49.4 | 49.1 | 57.1 | 51.9 | 50.8
P3| 428 | 46.8 | 485|479 | 523 | 51.3 | 50.9 | 56.9 | 54.0 | 52.8 | 61.4 | 57.7 | 55.5
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Table 10. Modulus of rupture results of all mixes at various periods of immersion in water or oil
products.
=z Modulus of rupture of all mixes at different exposure periods (MPa)
§§ Duration of exposure (Age) day
= ggg 30(65) 60(95) 90(125) 180(215)
SPezls | 2|9 |s |28 g |12 |9|s|2|¢g
o3l = | 9 > = 3 > = 2 o 2 S | ©
2E| 3 B o, @ @B o @ B =} @ & o,
» s 3 | = 3 | T 3 | T 3 | =
R |685|692| 752 | 742 | 7.09 | 718 | 7.13 | 7.16 | 6.42 | 6.29 | 814 | 6.24 |5.89
P1|735|794| 836 | 834 | 818 | 827 | 823 | 851 | 785 | 7.62 | 941 | 7.52 | 7.16
P2 | 7.771871| 9.14 | 9.10 | 898 | 9.04 | 9.01 | 9.30 | 881 | 857 [10.29 | 8.51 | 8.37
P3|8.65|9.82|10.26 | 10.23 | 10.31 | 10.38 | 10.32 | 10.86 | 10.37 | 10.30 | 11.69 | 10.09 | 9.87

Table 11. Total water absorption results of all mixes at various periods of immersion in water or

oil products.

_ Total absorption of all mixes at different exposure periods (%)

§§ Duration of exposure (Age) day
S 2 %;:’ 30(65) 60(95) 90(125) 180(215)
25398 A A A A
e85l g2 |8 |5 /3 %8 |5 3|88 |35/|53 |¢%

23| & @ e, @ & e T & =} @ & =}

” - > - - @ - - > - - @ -
R |385 (364|243 | 193 | 3.08 | 271 | 229 | 2.88 | 2.86 | 247 | 1.76 | 3.34 | 3.16
P1|297 |280| 218 | 181 | 252 | 247 | 212 | 235 | 251 | 225 | 1.65 | 2.94 | 2.89
P2 276 | 256 | 202 | 1.74 | 231 | 231 | 1.96 | 213 | 243 | 2.03 | 1.49 | 2.77 | 2.43
P31259 |234| 184 | 168 | 212 | 1.94 | 1.84 | 1.95 | 2.08 | 1.89 | 1.34 | 2.21 | 2.17
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ABSTRACT

In this study, the effect of the combination of micro steel fibers and additives (calcium

hydroxide and sodium carbonate) on the size of cracks formation and healing them were
investigated. This study aims to apply the use of self-healing phenomenon to repair cracks and to
enhance the service life of the concrete structures. Micro steel fibers straight type were used in
this research with 0.2% and 0.4% by volume of concrete. A weight of 20 and 30 kg/m® of
Ca(OH); and 2 and 3 kg/m® of Na,COs; were used as a partial cement replacement. The results
confirm that the concrete cracks were significantly self-healed up to 30 days re-curing. Cracks
width up to 0.2 mm were completely self-healed after re-curing for 90 days by using the
combination of micro steel fiber of 0.4% by volume of concrete and 25 kg/m? of Ca(OH), and 2.5
kg/m® of Na,COs as a partial replacement of cement. Products of Self-healing are observed by
Scanning Electron Microscopy (SEM) with Energy Dispersive X-Ray Analysis (EDX). It was
found that self-healing occurred mainly due to precipitation of calcium carbonate.

Key words: healing agents, cracking of concrete, self-healing concrete.
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INTRODUCTION

1.1 General

Concrete is widely used as a building material due to its high strength, durability, availability,
versatility. These properties added to the low production cost and recyclability make concrete
the most commonly used building material in the world. However, concrete is quasi-brittle
material, effective in compression and quite week in tension, and susceptible to many sources
of damage, caused by external loading (dynamic or static loading), differential thermal
exposure cycles, drying shrinkage, chemical attacks, corrosion, and other environmental
conditions. Cracks are one of various types of damages, Ramos et al., 2013.Concrete
elements, under bending or in tension loading condition, easily crack. Cracks formation is
considered a natural feature of the concrete material. Because of this, reinforcements are
installed. Inert reinforcements are activated once the concrete cracks.

1.2 Micro Cracks

Cracking plays an important role in concrete’s response to load in both tension and
compression. As matter of fact, reinforced concrete structures are linked with cracks from the
beginning of their service life. The stresses transfer capability of these cracks may powerfully
influence the service life of some concrete structures such as foundations, underground
structures, and offshore structures, especially when water gets through cracks, this promotes
corrosion process and accelerates the damage of concrete structures, Homma et al., 2009.
The crack width should not exceed a recommended limit. Too wide cracks may reduce the
ability of the concrete material to protect the reinforcements against corrosion. The
serviceability limit of concrete structures is mainly governed by the extent of their damages,
Tittelboom et al., 2013.

Cracks in concrete structures may indicate main structural problems and also may ruin the
monolithic construction appearance. In addition, they can expose reinforcements to oxygen
and moisture, and so make them more susceptible to corrosion.

However, if it was possible to know and understand the reasons of the different behaviors of
concrete structures, subjected to mostly similar loading conditions, it might have the basis to
design high durability concrete structures with low or negligible repair and maintenance costs
needed. Moreover, the limit of serviceability of the concrete material by cracking could be
overcome by cracks width control methodologies. The improvement of service life of
structures would decrease the demand for concrete cracks rehabilitation and repair. The
employment of concrete self-healing technologies has high capability as an excellent repair
technique for cracked concrete exposed to a water leakage of underground structures such as
foundations, pipes, culverts, and tunnels, Ahn et al., 2010.

Fine cracks in fractured concrete, if admitted to close without tangential displacement may
heal completely under moist conditions. This is known as autogenous healing. It is primarily
due to the occurrence of hydration of the unhydrated cement clinker, which becomes exposed
to water upon the opening of the cracks. Healing is also aided by the creation of insoluble
calcium carbonate from the reaction of calcium hydroxide in hydrated cement if carbonation
takes place. Some mechanical blocking of the cracks may also occur if very fine material is
suspended in the water, Neville, 2011.
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1.3 Self-Healing Phenomena

Self-healing concrete is one of the modern and smart concretes, in which the cracks can be
healed by themselves. These are due to un-hydrated cement particles interaction with
moisture in the crack, Truong et al., 2013.

Edvardsen, 1999, explained that calcium carbonate crystallization within the crack fracture
surface was the major mechanism for self-healing of matured concrete. In particular, a calcite
formation in the region of water-effecting cracks takes place in the material arrangement
CaC03-CO,-H,0 corresponding to the following reactions

Ca?* 4+ C03%™ & CaCO5(pHyater > 8) 1)

Ca?* + HCO;~ « CaCO; + H* (7.5 < pHyater > 8) (2
A reaction between the calcium ions Ca2+, obtained from the concrete materials, and the in-
water available carbonates CO3”", or bicarbonates HCO;™ produces the water-insoluble
CaCOg. Furthermore, CO, partial pressure in the water, pH value of the water, and water
temperature favor the CaCO3 precipitation in the crack. Calcium carbonate is a compound
almost like stalactite, and has high cut off performance with great stability Edvardsen, 1999.

Also, there is the man-created self-healing concrete ability (autonomic healing). It includes a
replacement of a small amount of cement or sand materials by self-healing additives. The
self-healing concrete material is known as one of the recent smart concretes that can heal its
cracks and other minor imperfections by itself. The healing is the results of the interaction of
the moisture with the unhydrated cement clinker and, or other materials in the region of crack
surfaces under some special circumstances, Truong et al., 2013.

2. MATERIALS
The materials used in this research are:

2.1Cement

Ordinary Portland cement produced in Iraq supplied from Taslooja cement factory was used in
this work. It was stored in a dry and shaded place to avoid exposure to the atmospheric
conditions like humidity. The chemical properties of the cement are shown in Tables 1; results
conform to the, Iragi specification No.5/1984.

2.2Fine Aggregate

Natural sand supplied from Al-Ekhadir quarry was used in concrete mixes of this work. The
grading and physical and chemical properties of fine aggregate are shown in Tables 2 and 3.
The test results indicated that the sand grading is within the limits specified by the Iraqi
Standard 1QS No. 45/1984 and lies in Zone 3.

2.3 Coarse Aggregate

Natural gravel was used as coarse aggregate with a nominal aggregate size of (5-19 mm) for
all mixes. It was obtained from Al-Nibaee region. The grading and physical and chemical
properties of the used aggregate conform to Iraqi Standard 1QS No. 45/1984 as shown in
Tables 4 and 5.
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2.4Mixing Water
Ordinary drinking tap water was used throughout this work in the mixing of concrete.

2.5Calcium Hydroxide (Ca(OH),)

Conventional type of Ca(OH), supplied from supplier was used.. Fig. 1 shows Calcium
hydroxide used in tests.

2.6 Crystallization Material Na,COs

Conventional type of Na,CO3 supplied from supplier was used. Fig. 2 shows Na,COj3 used in
tests.

2.7 Micro Steel Fiber

Micro steel fiber straight type was used in this research with 0.2% and 0.4% by volume of
concrete. The properties of the micro steel fiber used in research are shown in Table 6
according to supplier. Fig. 3 shows micro steel fiber used in tests.

3. MIX DESIGN

Design of Concrete mixes is made according to the American Method ACI 211-91 to
achieve cubs with compressive strength of 35 MPa , with slump of 75 to 100 mm, water to
cement ratio (w/c) equal to 0.45, fineness modulus of fine aggregate equal to 2.4, maximum
size of coarse aggregate equal to 19 and non-air-entrained concrete with unit mass equal to
2280 kg/m3. According to the mix design procedure, the mix proportion is (1:1.217:2.281).
The mix proportions by weight of the concrete materials are given in Table 7.

4. THE EXPERIMENTAL PROGRAM
The experimental program consists of 7 concrete mixes Table 8 gives the details for each
mix.

4.1 Mixing Procedure

The mixing process was performed by a hand mixer. The saturated surface dry fine aggregate
was placed in smooth, clean, non-absorbent metal pan, after that the cement was mixed with
the required quantity of Ca(OH), and Na,CO3; added to the fine aggregate. The saturated
surface dry coarse aggregate was added to the mix, and the whole dry materials were well
mixed for about two minutes. The required amount of water was added gradually and the
whole constituents were mixed for further two minutes to get a homogenous mix, for the case
of fiber reinforced concrete, the micro steel fibers were added manually to the mix. Then, the
constituents’ materials were mixed for about three minutes, until a homogenous concrete was
obtained.

4.2 Curing
All specimens were cured in water with laboratory environments.
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4.3 Cracking of Specimens

A compressive force was applied on the specimens of (100x100x100) mm concrete cubes
using a digital compression machine till 40% of the ultimate load of each cube to form
compressive micro-cracks in the concrete cubes. The cracking load was chosen according to
ACI Committee 224R-09 ,2009.

4.4 1L ABROTATRY TESTS
4.4.1 Ultrasonic pulse velocity test

Concrete cubes (100x100x100) mm were used to determine the ultrasonic pulse velocity (UPV)
test according to ASTM C 597-02, using a device commercially known as PUNDIT. Transducers
(55 KHZ) were used to transmit and receive ultrasonic waves the direct method was applied, in
which the transducers were placed on opposite faces of the concrete cube to be tested after
lubricating with grease to get a smooth surface and to ensure the transition of the greatest amount
of energy to the specimen. The method of measuring (U.P.V.) depends on the time (T) needed for
the waves to pass a distance (L) in concrete. The following equation is used to calculate UPV:

V=L/IT

Where:

V: Ultrasonic pulse velocity (km/sec);
L: Average length of specimen (mm);
T: Transit time (microsecond).

4.4.2 Microscopic observation

Cracks are introduced at age of 30 days from casting, and all the cracked cubes were observed by
microscope and cracks widths were measured for all the cubes and the cracks up to 0.2 mm were
fixed and measured again after 30 and 90 days from the day of cracking. A microscope with a
lens that magnifies and clarifies the micro cracks up to 10X was used. The crack meter
microscopic devise is shown in Fig. 4.

4.1.6 Scanning electron microscope

Scanning Electron Microscopy (SEM) with Energy Dispersive X-Ray Analysis (EDX) was used
to observe the products of Self-healing. Two specimens of (2x2x1) cm were used; the first was
from the cracked surface specimen of concrete mix M2, and the second sample was taken from
the cracked surface specimen of concrete mix M6. The test was carried out in Physics
Department in College of Science / University of Nahrain.

5. RESULTS AND DISSCUSIONS
5.1 Ultrasonic Pulse Velocity (UPV)

Ultrasonic pulse velocity test gives information about microstructure properties of concrete like
density, porosity, and micro cracks. Also, there is a relationship between the increases of UPV
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and the increases of compressive strength, Zhong and Yao, 2008. So, the UPV was used to show
the difference between concrete mixes and demonstrate the deterioration after cracking and the
recovering of compressive strength and micro cracks of deteriorated samples after curing. Cubes
specimens having dimensions (100x 100x100) mm were used for all concrete mixes (M1, M2,
M3, M5, M6, M7, and M8) to measure the time between the transmitter and receiver transducers;
from measured time, the wave velocity was calculated. The speed was calculated for each cube
before cracking (at age of 28 days from casting), immediately after cracking (at age of 28 days
from casting), and after 90 days of curing from cracking day (after healing). The changes in
velocity before and after cracking reflect the inner micro cracks as the UPV related to the
microstructure properties. For all concrete mixes the results show that the UPV decreases after
cracking due to micro cracks producing. After 90 days of curing, the results of concrete mix M1
show very slight increasing in UPV as shown in Fig. 5. This could be most likely attributed to the
very simple development in hydration process by hydration of unhydrated cement particles. For
concrete mixes M2 and M3 the results show very clear increasing in UPV, and that indicates
recovering of compressive strength, and healing of micro cracks due to the products results from
self-healing reactions. Also, it indicates that the percentage of increasing in UPV increases with
increasing of healing agents percentage so that the results of UPV of M3 are higher than that of
M2 as shown in Fig. 6, and Fig. 7. For concrete mixes M5 and M6 the results show simple
increasing in UPV and that refers to simple development in compressive strength. Also, the micro
steel fiber bridges across some micro cracks and bonds the two sides of micro crack leading to
simple healing in crack due to hydration of the unhydrated cement particles, Homma et al., 2009,
but it still has a simple effects and appears through very small micro cracks. Also the results
show that the concrete mix of higher micro steel fiber content M6 gives better regaining in UPV
results after curing than concrete mix M5 as shown in Figs. 8 and 9. For concrete mixes M7 and
M8 the results show a complete recovering of UPV and give the best results in comparison with
other mixes. This could be most likely attributed to the recovering in compressive strength and
healing of micro cracks resulting from the combination effect of micro steel fiber and healing
agents. Concrete mix M8 gives higher recovering than mix M7 due to the higher Vf of micro
steel fiber and higher content of healing agents as shown in Figs. 10 and 11.

5.2 Microscopic Observation

Cracks width was measured for the specimens of all concrete mixes after cracks production
and after curing of 90 days from cracking. The measured cracks width for reference concrete
(M1) after cracking and after curing of 90 days from cracking shown in Fig. 12. According to
microscopic observation, no healing of cracks appears after curing, so, crack width after
curing did not change in most of specimens. For concrete mixes M2 and M3 the crack width
decreased due to the precipitation of products of self-healing, and the results indicate that the
amount of healing agents affects the self-healing of cracks so concrete mix M3 give better
results than concrete mix M2 and that attributed due to the higher concentration of Ca** and
COs ions. That leads to increasing the precipitation of self-healing products CaCOs as shown
in Figs.13 and14. In concrete mixes containing micro steel fiber without healing agents (M5)
and (M6)the results show small changes in crack width before and after curing and that refers
to the effect of micro steel fibers in bridging across the crack which decreases the crack width.
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That leads to decreasing the distance between crack faces, connecting the particles to facilitate
and accelerating the healing of cracks due to hydration products of unhydrated cement
particles, Homma et al, 2009, but the healing appears only in small micro cracks. The
concrete mix with higher percent of VVf of micro steel fiber (M6) shows the better results as
shown in Figs. 15 and 16. For concrete mixes containing a combination of micro steel fiber
and healing agents, the microscopic reading of cracks width give the better result due to the
precipitation of self-healing products and the effect of micro steel fiber in bridging across the
crack and facilitating the healing of micro cracks. The results gave a very remarkable
changing in the width of cracks even in cracks of (0.25-0.3) mm and the microscopic image
shows a very clear healing of cracks especially in concrete mix M8, with higher content of
healing agents and higher Vf of micro steel fiber as shown in Figs. 17 and 18. Figs. 19 and 20
show the microscopic images for self-healed cracks from concrete mixes M7 and M8.

5.3 Scanning Electron Microscope Results

The products of Self-healing are observed by Scanning Electron Microscopy (SEM) with Energy
Dispersive X-Ray Analysis (EDX). For this observation, two samples were taken from the
cracked surface of specimens of two concrete mixes. The first one was from the cracked surface
of concrete mix M2, and the second sample was taken from the cracked surface of concrete mix
M6 to observe the self-healing products for each sample. Fig. 21 and Table 9 show the EDX
analysis for the chemical composition of self-healed zone in cracks of sample from concrete mix
M6. The SEM image shows distribution of self-healing products along the crack surfaces
resulting from partial self-healing of crack. The results show that self-healing products are
composed of (C-S-H), and CaCOgs. This indicates that the hydration of unhydrated cement
particles lead to producing (C-S-H) in the micro cracks, Huang et al, 2013 and also the
combination of calcium ions (Ca®*) which are derived from the concrete and the carbonate ions
(CO3) which are derived from the in water dissolved CO; lead to precipitate CaCO3 (Edvardsen,
1999).

6. CONCLUSIONS

Based on the results obtained from experimental investigations, the following conclusions can be

stated:

1. The self-healing of cracks was confirmed.

2. The UPV is increased as the age of curing in water increases and the maximum increasing in
UPV for all concrete mixes was at 90 days. The percentage of increasing in UPV increases
with increasing of healing agents’ percentage.

3. The compressive strength increased for micro steel fiber reinforced concrete specimens, and
higher VT gives higher percent of increasing since the first week.

4. Specimens of concrete with higher percentage of calcium hydroxide, and sodium carbonate
give better sealing of cracks than other specimens. The increase in compressive strength
appears slightly in the first week and the sealing percentage increases with increasing the time
of curing.

5. The specimens of concrete with only micro steel fibers give a slight decreasing in cracks due to
further hydration of unhydrated cement particles.
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The best result of cracks sealing was for specimens having a combination of micro steel fibers
and with healing agents (Ca(OH),, and Na,CO3), due to the further effect of micro steel fibers
in addition to the effect of healing agents.

The healing products are mainly composed of calcium carbonate for concrete mix with calcium
hydroxide, and sodium carbonate additives, so the healing of cracks is mainly attributed to the
precipitation of calcium carbonate due to the reaction of calcium ion with carbonate ions.

The results of UPV of self-healed specimens show high recovering in compressive strength and
the maximum recovering occurs in concrete mixes containing a combination of micro steel
fibers and healing agents (Ca(OH),, and Na,CO3).
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Table 1. Chemical composition and main compounds of ordinary Portland cement used in
this research.

Oxide composition Result Limits of 1QS No. 5/1984
Lime (CaO) 62 -
Silica (SiOy) 20.1 -
Alumina ( Al;O3) 4.24 -
Iron oxide ( Fe;03) 4.16 -
Sulfate ( SO3) 2.15 <2.8%
Magnesia ( MgO) 3.65 <5%
Loss on ignition (L.O.1.) 3.42 <4%
Lime saturation factor (L.S.F.) 0.89 0.66-1.02
Insoluble residue (I.R.) 0.71 <1.5%

Main compounds (Bogues eq.) of cement
ASTM C 150-00

Tricalcium silicate (C3S) 59.02
Dicalcium silicate (C2S) 29.65
Tricalcium aluminate (C3A) 4.21
Tetracalcium aluminoferrite (C4AF) 12.65

Table 2. Grading o fine aggregate.

sievesize mm) | M9 %1 imits of 10S No. 45/1984/Zone 3
of sand

4,75 97.4 90-100
2.36 302 85-100
1.18 79.1 75-100
0.6 61.83 60-79
0.3 21.7 12-40
0.15 322 0-10
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Table 3.Physical and chemical properties of natural sand.

Properties Test result of sand Limits of 1QS No. 45/1984
of sand
Fineness modulus 0.2 -
Specific gravity 2.414 -
Absorption 1.01% -
SO3 0.28 % <0.5%
Dry rodded density 1680 kg/m3 -

Table 5.Grading of coarse aggregate.

] ] Passing % Limits of 1QS No. 45/1984
Sieve size (mm)
of gravel (5-20) mm
375 100 100
20 100 95-100
10 41.8 30-60
4.75 2.5 0-10

Table 6. Physical and chemical properties of coarse aggregate.

Properties Test result of Limits of 1QS
of gravel gravel No. 45/1984
Specific gravity 2.606 -
Absorption 0.8% -
SO3 0.06% <0.1%
Dry rodded density 1600 kg/m3 -

58




Number 1 Volume 22 January 2016 Journal of Engineering

Table 6. Properties of micro steel fiber.

Length 13 mm
Diameter 0.2 mm
Density 6800 kg/m®
Tensile strength 2600 MPa
Aspect ratio 65

Table 7. The mix proportion by weight of concrete materials.

The materials Thevﬂiizﬁtr?fg/ﬁ%n by
Water 205
Cement 456
Coarse aggregate 1040
Fine aggregate 555

Table 8. Details of mix design for concrete mixes .

Mix W/C Micro Ca(OH), kg/m® as Na,COskg/m>as

No. steel fiber partial partial replacement
% by Replacement of of cement

volume cement

M1 0 0 0

M2 0 20 2

M3 0 30 3

M5 0.45 0.2 0 0

M6 0.4 0 0

M7 0.2 25 2.5

M8 0.4 25 2.5
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Table 9. Chemical composition of self-healing products of M6.

Oxides Percentage (%)
CaO 73.9
SiO, 20.8
Al,O 3.9
MgO 1.4

Figure2. Sodium carbonate.
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Figure4.Microscopic observation device.
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Figure 7. The changes of UPV before and after cracking for M3.
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Figure 10.The changes of UPV before and after cracking for M7.
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Figure 11. The changes of UPV before and after cracking for M8.
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Figure 13. Changes of crack widths for concrete mix M2
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Figure 15 .Changes of crack widths for concrete mix M5.
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Figure 18. Changes of crack widths for concrete mix M8.
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Figure 19. Microscopic image for self-healed sample from concrete mix M7.
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Figure 20. Microscopic image for self-healed sample from concrete mix M8.
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Figure 21. EDX analysis for self-healing products of M6.
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ABSTRACT

Production of fatty acid esters (biodiesel) from oleic acid and 2-ethylhexanol

using sulfated zirconia as solid catalyst for the production of biodiesel was investigated
in this work.

The parameters studied were temperature of reaction (100 to 130°C), molar ratio
of alcohol to free fatty acid (1:1 to 3:1), concentration of catalyst (0.5 to 3%wt), mixing
speed (500 to 900 rpm) and types of sulfated zirconia (i.e modified, commercial,
prepared catalyst according to literature and reused catalyst). The results show the best
conversion to biodiesel was 97.74% at conditions of 130°C, 3:1, 2wt% and 650 rpm
using modified catalyst respectively. Also, modified catalyst gave identical results to
that of commercial one. Simulation study was adopted from basic principles of reactive
distillation and the results were close to an acceptable degree.

Keywords: biodiesel, reactive distillation, sulfated zirconia, heterogeneous catalyst
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1. INTRODUCTION

The synthesis of biodiesel has been receiving more attention all over the world since the raw
materials (vegetable oils and animal fats) are often locally available, renewable, and
environmental friendly. In addition, biodiesel can be used without modification of diesel engines
Ma, and Hanna, 1999 and Gerpen, 2005. The transesterification of triglycerides (TGs) and
esterification of free fatty acids (FFAS) contained in vegetable oils and animal fats are the two
main reactions for converting vegetable oils and animal fats into biodiesel. Biodiesel is currently
produced in batch processes which are penalized by important shortcomings such as: high
alcohol demand required to shift equilibrium towards fatty esters, necessity of catalyst
neutralization causing a salt waste stream, high separation costs of fatty ester products from the
reaction mixture, high costs caused by complex processes including multiple reactors and
separation units Meng, et al., 2009, Kiss, et al., 2008 and Omota, et al., 2003. As a result,
process intensification technologies like reactive distillation have become more attractive in
recent years, Noshadi, et al., 2012. Reactive distillation (RD) is a well-known example of
process intensification, in which chemical reaction and thermodynamic separation occur at the
same time and in the same place of the column, Keller, et al., 2011. In comparison to
conventional reactor—separator sequences, RD allows for higher reactant conversion, product
selectivity and energy savings with favorable investment and operating costs. However, there are
several constraints that limit the successful application of RD, such as complex design, difficult
scale-up and advanced process control, Schoenmakers and Bessling, 2003. Reactive distillation
can be effectively used to improve the selectivity of a reaction especially when an intermediate
product is desired in the series or combination of series and parallel reactions. Removing one of
the products from the reaction mixture or maintaining low concentration of one of the reactants
can lead to reduction in the rates of side reactions, Vinay, et al., 2013.

Use of solid acid catalysts can also greatly improve the economics of biodiesel synthesis
because of their ability to be reused and the decreased need for many separation steps. In
particular, solid acid catalysts can carry out transesterification and esterification simultaneously
using low cost feed stocks without multiple reaction and post-treatment steps, greatly improving
the economics of biodiesel production, Lotero, et al., 2005, Furuta, et al.,, 2004,
Suwannakarn, et al., 2009 and Garcia, et al., 2008. Heterogeneous catalysis for biodiesel
production has been extensively investigated in the last few years. The catalyst efficiency
depends on several factors such as specific surface area, pore size, pore volume and active site
concentration, Smith, et al., 2006. The structure of metal oxides is made up of positive metal
ions (cations) which possess Lewis acidity, i.e. they behave as electron acceptors, and negative
oxygen ions (anions) which behave as proton acceptors and are thus Brgnsted bases. This has
consequences for adsorption. Recently, sulfated zirconia (SO4/ZrO,) catalysts have found many
applications in several acid catalyzed reactions, Arata, et al., 2003. These compounds are active
for hydrocarbon conversion at temperatures lower than the most of the generally used solid
catalysts, normally at temperatures from 100 to 200°C or lower, Ardizzone, et al., 1999. S-ZrO,
is promised as an active catalyst for esterification due to its high acid strength.

The aim of this work is the study of the production of biodiesel in a reactive distillation
column using zirconium sulfated as heterogeneous catalyst at different process conditions:
temperature, oleic acid: 2-ethylhexanol ratio, catalyst concentrations and different preparation
methods of sulfated zirconia.
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2. EXPERIMENTAL Work

2.1 Materials

Oleic acid (purity 98%) was supplied from Thomas baker, india. 2-Ethylhexanol alcohol (
purity 99% from GC analysis) was maintained from Ministry of Science and Technology as
industrial alcohol. Since this alcohol is typically a waste alcohol from the manufacturing of
butanol, this process makes sense from an economic viewpoint. Zirconium oxychloride and
sulfuric acid was used for preparing zirconium sulfate as catalyst, ethanol and phenolphthalein
for titration.

2.2 Reaction Procedure

The reaction was carried out in a lab scale reactor with a volume of 250 ml. The fatty acid
was fed into the reactor in order to be preheated it before the catalyst and the alcohol were added.
When the desirable reaction temperature was reached, the catalyst and the alcohol were adjoined
into the reactor and the reaction started. The stoichometry amount of molar ratio alcohol:oleic
acid is 1:1; however, since we are on the presence of an equilibrium reaction, a higher amount of
alcohol should be used in order to display the reaction towards the desirable product. The
withdrawn samples, taken at specific established times, allowed to cool and then centrifuged to
separate out any catalyst particles to limit further reaction. After that was analyzed by a titration
procedure to measure the residual acidity. A weighted amount of the sample was dissolved in
ethanol; a few drops of phenolphthalein were added as indicator. A 0.1 N alkaline solution of
KOH was used to perform the titration. The amount of KOH consumed was registered and the
acidity was calculated using the following equation:

X X X
a:V 1000WMWt C (1)

where a: acidity index; V: volume of KOH solution employed for titration, ml; Mwt..: molecular
weight of KOH, g/mol; C: concentration of the solution used for titration, mol/l; W: weight of
the sample taken to analyzed, g.

Using Eq.( 2), the conversion of free fatty acid (X) was calculated:

X =22 )

ai

Where a; is the initial acidity of the mixture and a; is the acidity at ‘‘t” time.

2.3 Preparation of Zirconium Sulfate (SZ)
(a) Preparation of SZ by the Solvent-Free Method

SZ by the solvent free method (SF) was prepared by grinding (NH4),SO,4 and ZrOCl,.8H,0
at a molar ratio of 6:1 in an agate mortar for 20 min at room temperature. After that calcined at
600°C for 5 h, Sun, et al., 2005.

(b) Preparation of SZ by the Conventional Method

Zirconium oxy-chloride (ZrOCl,.8H,0) of 20 g was dissolved in 200 ml water, then the
solution reached to pH of 9 using 25% w/w NHj3 solution and constant mixing to permit
zirconium hydroxide to precipitate. The precipitation of zirconium hydroxide was washed to
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remove chloride salts, then filtered with a Buchner funnel. In the next step, the zirconium
hydroxide was dried for 24 h at 100°C and impregnated with 1 M H,SO,4 under constant mixing
for 30 min. Then, the SO4*/ZrO, was dried at 100°C for 24 h and calcined in air for 3 h at
650°C, Yadav and Nair, 1999.

(c) Preparation of Modified SZ Catalyst

50 g of zirconium oxychloride (ZrOCl,.8H,0) supplied from local market was dissolved in
500 ml water, then zirconium hydroxide allowed to precipitate at pH of 9 using 25% w/w NH;
solution under constant mixing for 30 min. The white precipitation was washed with water to
remove the chloride salts until the pH of the solution reached 7, then filtered with conical funnel.

In the next step, the zirconium hydroxide dried at 110°C for 18 h, then impregnated with 1
M H,SO, under constant mixing for 8 h. After precipitation for 24 h, the SO4/ZrO, was dried for
24 h at 110°C and then calcined in air for 3 h at 650°C.

3. PROCESS SIMULATION

The UNIQUAC model was applied to consider the nonideal liquid- phase behavior. The
degree of deviation from ideality in liquid phase is represented by v; (activity coefficient). It was
employed for the vapor—liquid equilibrium (VLE) calculations in MATLAB.

Activity coefficient consists of two terms, residual and combinatorial

Inyi= Iny€ + Iny R ©

Inyf = 1- J; +In J; -5q; (1-%”” ﬁ) @

Ny =qi[1- Xk(0c 5 - eri INT5)] ©
k k

The process simulation software, Matlab R2011, was used in this work. The main processing
unit include a reactive distillation column with 4 stages. The first column stage is the condenser
and the fourth stage is the reboiler. The same experimental conditions were used in the
simulation process. Composition was obtained on all stages assuming very small reflux ratio
using the following equations, Zapata, et al., 2012:

* For Condenser (k =1, i=1-4))

dxii) _ VayYzi —LwXam (6)
dt He

* For Column (k =2,3 and i=1-4)

dxgiy _ V L
dt() = Okra) — Yk) * 55— i1y — Xk) )

* For Reboiler (k=N and i=1-4)

dxng) — LaoXn-1()~Vao¥nG)
dt Hi
Where
H = holdup
K = stage

+ Rate of reaction (8)
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i = component
Equilibrium ratio (k=2 to N)

_ iXk@
= kD 9
Yk Tjo1 AjXk()) ©)
Where

a; is the relative volatility

X is composition of liquid phase

y is composition of vapor phase

4. CHARACTERIZATION OF MODIFIED CATALYST

4.1 X-Ray Diffraction (XRD)

The powder X-ray diffraction patterns of sample was recorded using a Shimadzu XRD-6000
diffractometer with Ni filtered CuKa radiation (A = 0.154 nm) in the range of 20 = 10-60°. It has
been generally realized that the crystalline phase of the SZ catalysts plays a very important role
in catalytic activity and zirconia with tetragonal structure showing a higher catalytic activity than
that of monoclinic ZrO,. Fig. 1 displays the XRD for S/ZrO,. The S/ZrO, sample reveal well
crystalline structure. The phase shown for sulfated zirconia was orthorhombic at 20 =25.35,
27.59, 29.55, 32.88 and 36.32°.

4.2 Fourier Transform Infrared Spectroscopy (FTIR)

Fig. 2 shows FTIR of sulfated zirconia. The band at 1332.72cm™ is due to the
splitting of the S=O asymmetric stretching, which implies the existence of sulfate
species. While the band at 790 and 710 due to S-O stretching vibration. The bands at
1138 and 1267.14cm™ are normally stands for chelating bidentate sulfate ions
coordinated to the zirconium cation. The peaks of t-ZrO, has also been observed at
649.97, 613.32, 588.25¢cm™.

4.3 Thermal Gravimetric Analysis (TGA)

The TGA/DTA analysis was performed with an EXSTAR 6000 series instrument and shown
in Fig. 3. A 34.541 mg of sample was heated in the air (20 °C/min) from 50 to 900 °C. The
weight loss and heat flow were measured as a function of temperature. Thermal analysis results
for SZ catalyst after calcination was depicted in Fig. 3. TGA showed that SO4/ZrO, was
thermally stable. There was no weight loss observed from 50 to 670°C but for higher
temperature 670-800°C weight loss approximately 20% due to decomposition of sulfate. The
beak in DTA curve due to phase transition hence, the sample was calcinated at 650°C.

4.4 Scanning Electron Microscopy (SEM)

The SEM of SO4/ZrO; is shown in Fig. 4. The SEM of SO4/ZrO, showed that the surface of
ZrO, was distinctly altered, exhibiting considerable surface shining after sulfation. SEM images
taken at higher magnification clearly showed the alternation and shining of the surface. This may
be due to the presence of highly charged species, i.e. sulfate ions.

The textural properties were determined from the nitrogen adsorption isotherm determined
after degassing at 200°C under vacuum at 5 — 10 mbar. The surface area was calculated using the
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Brunauer-Emmett-Teller (BET) equation and the pore volume was determined at a relative
pressure of 0.98. The most important results are given in Table 1. In principle, the specific
surface area depends on the calcination temperature.

5. RESULTS AND DISCUSSION

5.1 Effect of Mixing Speed

Fig. 5 illustrates the variation of conversion with time at different mixing speeds varied
from 500 to 900 rpm keeping other variables constants, temperature of 130°C, the molar ratio of
acid:alcohol of 1:1 and concentration of SZ catalyst of 2wt%.

The results indicate the conversion of oleic acid increased from 64.64% at 500 rpm to
75.63% at 900 rpm to reach high value 90.16% at speed 650 rpm after 60 min reaction time.
Increasing the mixing speed could tremendously shorten the reaction time, but for high speed
inverse effect can be seen because droplet became very small rigid sphere and its surface cannot
renewal. Conversions at end of reaction time (after 120 min) were 82.74%, 91.4% and 86.39%
for 500, 650 and 900 rpm speed respectively. There are probably two reasons that mixing speed
can intensify the esterification catalyzed by SZ:

stirring promotes the mixing of oleic acid and 2-ethylhexanol; 2-ethylhexanol lies on the top of
oleic acid without stirring. The 2-ethylhexanol and acid layers break up and the reactants forms
droplets once stirring starts, Stamenkovic, et al., 2007.

Also, SZ is insoluble in the reaction mixture and stirring is needed to help the mixing of
catalyst with the reactants and decreases the resistance to mass transfer.

5.2 Effect of Reaction Temperature

Fig. 6 illustrates the relationship between conversion and time at temperatures of 100, 110,
120 and 130°C for molar ratio of oleic acid:2-ethylhexanol of 1:1 and concentration of SZ was
2wt%.

There are sharp increasing in conversion between higher temperature (130°C) and lower
temperature (100°C). The oleic acid conversion was 91.4% at 130°C after about 60 min while at
100°C the conversion reached 66.78% after 120 min at the same conditions. The higher
temperature helps to destroy the bonds between fatty acid molecules and permit alcohol
molecules to insert between in the presence of sulfated zirconia that have acidic active sites.

5.3 Effect of Alcohol to Free Fatty Acid Molar Ratio

Fig. 7 demonstrates the effect of molar ratio of alcohol to acid ranging from 1:1 to 3:1 on
conversion with time at constant temperature of 130°C and concentration of sulfated zirconia
was 2wt%. It can be clearly seen when ratio increased from 1 to 3, the conversion was found to
increase from 91.4% to 97.74%. This increment can be explained by the fact that higher molar
ratio increases the solubility of acid in 2-ethylhexanol and therefore allow a better contact
between the species over the heterogeneous catalyst. Also, the viscosity of 2-ethylhexanol /oleic
acid mixture decreases when the 2-ethylhexanol to oleic acid ratio increases. This is because of
lower viscosity of 2-ethylhexanol in comparison to the free fatty acid. When the viscosity
decreased, the impact of diffusion of the reactants towards the catalyst particles decreased, and
hence improved the interparticle diffusion that led to higher conversion.
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On further increasing of alcohol concentration, there is little difference of conversion
between 1:2 and 1:3. This can be explained by competitive adsorption of reactants on catalyst.
Further increasing alcohol in the reaction mixture, majority of the sites on the catalyst surface
were occupied by alcohol molecules.

5.4 Effect of Catalyst Concentration

By increasing the amount of catalyst, the reaction rate, hence conversion after a certain time
can be further increased. Thus sulfated zirconia is suitable for reactive distillation applications
where high activity is required in a short time, Kiss, et al., 2008. The effect of SZ amount (0.5-
3%wt) on the reaction at constant temperature of 130°C and molar ratio of oleic acid :2-
ethylhexanol of 1:1 was studied, and the results are shown in Fig. 8.

Conversion increased as time increase for all concentration and also increase as
concentration of catalyst increase but it take different time to reach best conversion, for example
at High concentrations the conversion achieved were 81.7%, 86.35% and 87.5% at 1%, 2% and
3%wt concentration respectively after 45 min reaction time. While for low concentration
0.5%wt more time needed to reach conversion of 79.74% after 90 min.

At low catalyst amounts, there were not enough active sites for the reaction. After 45 min
the conversion for catalyst amount 2%wt was nearly the same that for 3%wt this may be due to
blocking of active site, Patel, et al., 2013, poisoning, pore fillings or combination of these
deactivation mechanism, Lopez, et al., 2008. In the same figure, can be seen there is a sharp
difference in final conversion for catalyzed and non catalyst reaction, conversions were 91.4%,
84.9% and 49.88% for 2%, 0.5wt% and no catalyst respectively after 120 min reaction. The
reaction without catalyst is very slow is start with 39.4% and end with 49.88% after 120 min.

5.5 Effect of Catalyst Preparation Method

According to preparation method, SZ activity effect the esterification reaction. The
performance of various SZ was tested at constant reaction temperature of 130°C, alcohol:acid of
3:1, concentration of SZ of 2wt% and mixing speed of 650 rpm. The results depict in Fig. 9.

For oleic acid and 2-ethylhexanol, modified SZ was prepared and compared with one
prepared by conventional method and other prepared by free solvent method. The results display
that modified SZ awarded better conversion than other types, and its activity is identical to
commercial one which achieved conversion of 96% in short time, nearly 30 min while for other
methods, the conversion of oleic acid was 75% and 65% for conventional catalyst and free
solvent catalyst respectively at the same time. The activity of modified method may be due to the
strength, number of sites and Bronsted acidity.

For reused catalyst, the activity was below that of the fresh catalyst, it gave 76.35%
conversion after 60 min compared to 90.16% conversion for modified catalyst at the same
duration time. The decrease in reaction rate may be attributed to sulfur leaching, pore filling and
small population of active site may have been lost during deactivation.

5.6 Testing of Biodiesel Obtained from Oleic Acid

Biodiesel obtained from oleic acid for best experiment was analyzed by ASTM (American
Standard for Testing Material). Table 2 shows biodiesel from this experiment.
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5.7 Simulation Results
The presentation for comparing experimental and theoretical results shown in Figs. 10 and

11 at various conditions of molar ratio of alcohol: acid, reaction temperature and catalyst
concentration of 2wt% for oleic acid esterification.

There are good agreement between predicted and experimental composition at condition of
2:1 molar ratio, reaction temperature of 130°C and concentration of sulfated zirconia of 2wt% as
indicated in Fig. 10 for oleic acid. While for stochimetric ratio of 1:1 lower agreement observed
as shown in Fig. 11.

From Figs. 12 and 13 for oleic acid-biodiesel compositions at stochimetric ratio of 1:1 and
different temperatures of 100°C and 130°C with SZ catalyst concentration of 2wt% and 0.5wt%,
there are significant difference occurring between experimental and theoretical composition for
FFA and biodiesel. This may be due to non ideality have very negative effect on composition at
this ratio.

6. CONCLUSIONS

1- The conversion increased with increasing time and temperature but at different duration of
time to reach best conversion, it take 60 min to reach 84.57% and 90.16% for temperature
120°C and 130°C respectively. While for lower temperatures take more time to reach the
best conversion.

2- The best molar ratio of alcohol to fatty acid was 2:1 and when increased this ratio less effect
was shown.

3- There is sharp difference in conversion for esterification reaction with and without catalyst.
Also as concentration increased higher than 2wt% the conversion decreased as a result of
active site of catalyst was broken.

4- The best mixing speed of stirring was 650 rpm.
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NOMENCLATURE

a= acidity, mg KOH/ggea

N= concentration of KOH solution, mole/I.

mwt.= molecular weight of KOH solution, g/mole.
V= volume of KOH solution, ml.

m= weight of sample, g.

X= conversion, dimensionless.

yic = combinational term for activity coefficient

yR = residual term for activity coefficient
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Table 1. Textural properties of modified
sulfated zirconia.

Parameter Value
Surface area (m“/g) 125.23
Pore volume (cm®/g) 0.063
Bulk density (g/ml) 1.994
SO,y 8.3%

SISZ 2.77%
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Table 2. Biodiesel vs. Petroleum diesel.

Volume 22 January 2016
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Biodiesel Diesel
Fuel properties Present
Uel prope Lotero, etal., | Lotero, etal., work
2005 2005
Flash point °C 100-170 60-80 106
Kinematic 1.9-6.0 1.3-4.1 6.2289
viscosity (mm/s)
@40°C
Specific Density 0.88 0.85 0.87
@60/60
Pour point °C -15t0 10 -35t0-15 -14
Cloud point °C -3t0 12 -15t05 -11
Boiling point °C 182-338 188-343 274
Carbon residue 0.013
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ABSTRACT

Using the Neural network as a type of associative memory will be introduced in this paper

through the problem of mobile position estimation where mobile estimate its location depending
on the signal strength reach to it from several around base stations where the neural network can
be implemented inside the mobile. Traditional methods of time of arrival (TOA) and received
signal strength (RSS) are used and compared with two analytical methods, optimal positioning
method and average positioning method. The data that are used for training are ideal since they
can be obtained based on geometry of CDMA cell topology. The test of the two methods TOA
and RSS take many cases through a nonlinear path that MS can move through that region. The
results show that the neural network has good performance compared with two other analytical
methods which are average positioning method and optimal positioning method.

Keywords: feed forward neural network, time of arrival, received signal strength, back
propagation, optimal positioning method, and average positioning method.
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1. INTRODUCTION

Mobile positioning consider as an essential application nowadays mobile station (MS) position
may be found with assistant of cellular network that mean network-based techniques or by using
GPS and this mean hand set- based techniques the purposes and methods that found for MS
location estimation are many some of purposes are for security and for emergency calls and other
for services. About methods researchers and authors use these methods theoretically or by
simulation or empirically the aim of the paper are to explain how to develop the feed forward
neural network as an associative memory for purpose of MS positioning through simulation
using matlab. Considering the importance of mobile positioning in daily life applications many
techniques and methods were proposed that depend on signal transmitted between MS and BS.
Some of these methods are hand set based methods and the other are network based methods,
Karray and Silva, 2004. The common methods used in mobile positioning are time of arrival
(TOA), received signal strength (RSS) and angle of arrival (AOA). All of them depend on the
radio signal travelling between MS and BS. The idea began when three points which represent
base stations BS centered each cell of CDMA have known. Fixed position three circles will be
formed when taking appoint of MS with three BSs. The position of MS will be the intersection
of these circles, but due to NLOS error that affects the signal, the intersection point will be an
uncertainty region and the aim is to find MS position inside this region. Cong, and Zhuang,
2002, Proposed a scheme that combined the time difference of arrival (TDOA) measurements
from the forward link pilot signals with the angle of arrival (AOA) measurement from the
reverse link pilot signal. A two-step least square location estimator was developed based on a
linear form of the AOA equation in the small error region. Chen, et al., 2010, illustrated hybrid
proposed schemes that combine time of arrival (TOA) at three BSs and angle of arrival (AOA)
information at the serving BS to give location estimate of the MS. The proposed schemes
mitigate the NLOS effect simply by the weighted sum of the intersections between three TOA
circles and the AOA line without requiring a priori information about the NLOS error. Ping, et
al., 2006. The model of the data fusion with multi-parameters of TOA/TDOA/AOA is set up to
optimize network hybrid location, and the inaccuracy or fuzzy problem produced by
conventional location algorithm can be overcome effectively, Sheen, et al.,2002. An adaptive
fuzzy logic estimator for locating mobiles in a direct sequence code division multiple access
(DS/CDMA) cellular system is proposed. The location estimation is based on the measured pilot
signal strengths by the mobile station (MS) from a number of nearby base stations (BSs). A
smoother, which uses past and current output data from the fuzzy estimator to produce a more
accurate estimate, is used to improve the accuracy of the location estimation. In Caffery, and
Stuber, 1998, two methods are considered measured times of arrival (TOA) and angles of
arrival (AOA). The TOA measurements are obtained from the code tracking loop in the CDMA
receiver, and the AOA measurements at a base station (BS) are assumed to be made with an
antenna array. Venkatraman, et al., 2004, proposed a location technique that estimates the line-
of-sight (LOS) ranges based on NLOS range measurements. The approach utilizes a constrained
nonlinear optimization approach for range measurements available from three base stations. The
constraints were extracted from bounds on the NLOS error and the relationship between the true
ranges. A hybrid location scheme, presented by, Chen, and Feng, 2005, which combined the

84



Number 1 Volume 22 January 2016 Journal of Engineering

satellite-based and the network-based signals, the proposed scheme utilizes the two-step Least
Square method for estimating the three-dimensional position (i.e. the longitude, latitude, and
altitude) of the mobile devices. The Kalman filtering technique was exploited to both eliminate
the measurement noises and to track the trajectories of the mobile devices. A fusion algorithm
was employed to obtain the final location estimation from both the satellite-based and the
network-based systems. Zhou, et al., 2009, designed a directional propagation model, the
Modified Directional Propagation Model (MDPM), which makes use of a common signal
propagation model to perform location estimation. It is a signal strength based algorithm which
estimates the location of the Mobile Station by signal strength received from the nearly base
stations. Wei, and Lenan, 2009, presented a mobile station location method using constrained
least-squares (CLS) estimation in the non-line of sight (NLOS) conditions. When some of the
measurements are from NLOS paths, the location errors can be very large. The proposed method
mitigates possible large TOA error measurements caused by NLOS. The memorization
capability of a multilayer interpolative neural network in, Abdlwahhab, 2014 is exploited to
estimate a mobile position based on three angles of arrival. The neural network is trained with
ideal angles-position patterns distributed uniformly throughout the region. In Chen, and Lin,
2011 a novel algorithm was proposed that combines both time of arrival (TOA) and angle of
arrival (AOA) measurements to estimate the MS in NLOS environments. The proposed
algorithm utilizes the intersections of two circles and two lines, based on the most resilient back-
propagation (Rprop) neural network learning technique, to give location estimation of the MS.
The traditional Taylor series algorithm (TSA) and the hybrid lines of position algorithm (HLOP)
have convergence problems, and even if the measurements are fairly accurate, the performance
of these algorithms depends highly on the relative position of the MS and BSs. Different NLOS
models were used to evaluate the proposed methods.

2. PAPER ORGANIZATION

This paper is organized as follows. After a brief review on the nature of the work of the paper
and some of related works in the same field the structure of the neural network used would be
presented in section two that network used to find the position of the mobile inside the CDMA
cellular system which described in section three and compared the network design with two
other methods which are average positioning method that described in section four while section
five talked a bout the other method which is optimal positioning method section six shows how
to train the network using the generated pattern where section seven shows how to calculate this
pattern uniformly (any generated pattern can be used) the results of testing the network would be
shown in the section eight finally conclusions were obtained through the period of the work
would be presented in section nine.

3. ARCHITECTURE OF NUERAL NETWORK

The architecture of NN consist of three layers, input layer with three neurons that represent
measurements received from three base stations and a single hidden layer with forty neurons and
unipolar sigmoid as activation function and output layer of two neurons that represent position of
mobile station with linear activation function. As shown in Fig.1.
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Where S=[so 51 S;] " input of the neural network.
O=[x y] " output of the neural network.

Vji= 40 * 4 the hidden layer weight matrix with bias.
W= 41 *2 the output layer weight matrix with bias.

4. THE PROPOSED CELLULAR SYSTEM LAYOUT
A two dimensional model of a CDMA cellular system was assumed. Where the area is divided
into contiguous cells each cell is served by a single base station as shown in the Figs. 2 and 3.

5. AVERAGE POSITIONING METHOD
It is an analytical method in which intersection of three circles centered by base station can be
shown in Fig. 5 and found mathematically as
a. Intersection of circle of BSy and circle of BS;
(05+ (i —yo) * (@B —d3 + xF —xF +y3 — ¥3) =05+ (v, = yo) x (@ —d? + x} —x3 +y% — ¥3))

X, = 1
4 ((xz —x0) * (1 — Yo) — (x1 — %) * (¥2 — ¥o) ) )

Y, = (0-5*(d(2)_d%+ x12 _Xg +Y12 - yg)_(x1_x0)* X/ 1 — Yo) 2

b. Intersection of circle of BSy and circle of BS,

Y. = (0.5+(v1-yo)(a-a3+ x5 —x% +y} - y2)—-0.5+(yp—y1)+(dg-d? + x% x5 +¥% - ¥§)) 3)
B ((xz—x1)*(Y1—J’O)—(xl—xo)*(J’z—h))

Yp= (05=% (dcz) - d% + x12 - xg + Y12 - yg) —(x, —x0) * X5)/(y1 — ¥o) 4)

c. Intersection of circle of BS; and circle of BS,

X. = (0-5*(3’2—}’0)*(‘1%—‘1%‘* x5 —x% +y% — y2)-0.5+(y2—y1)*(d§—d3 + x5 —x§ +y3 — v )) (5)
C (Gra=x1)* (2= ¥0)—(x2=%0)*(¥2=¥1) )
_ 2 2 2 2 2 2

Ye= (05x(dyg—ds+ x5 —x5 +y5 — ¥5)— (X2 —x0) * Xc)/ (2 — ¥o) (6)

The average point will be

X+ X+ Xc
=Ty
Ya+ Yp+Y . . :
Yus = % and the position of this method will be (X4, Yus)

6. OPTIMAL POSITIONING METHOD
This method finds mobile station (MS) location by minimizing the sum of squares of a nonlinear

cost function. If the mobile has the position (Xo,Yo) and transmit a signal at time to, n number of

base stations will be found to receive this signal. The base stations (BS's) positions are (X1,y1),
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(X2,¥2), ...... ,(xn,Yn) and receive the signal at time ty, to, ..., ty. @s in, Liu, et al., 2007.The cost

function is represented by Eq. (7):
F(x) = XL af f7(x) ()

Where «; the reliability of signal received at measuring unit.
And f;(x) is
fiG) = c(t; =) =/ (x; = )% + (v; — ¥)?

Where c is speed of light. Finding the values of x, y and t that make f;(x) equal to zero.

7. TRAINED NEURAL NETWORK
NN is trained with online backpropagation algorithm where the weight of the hidden layer

designated by V and weight of output layer designated by W were initialized in a random
manner with values between -0.5and 0.5. These weights are updated when each input pattern is
presented to the NN. The stopping criteria depend on the value of root mean square error (RMS)
error defined by Eq. (8).

Bowss = [2E,(d0 = 00)7 (@O = 00) ©
Where:

P is the number of training patterns,

d® is the i 'th desired value for the output of the neural network.

0 is the i 'th actual output of the neural network.

Figs. 5, 6, 7 and 8, show the final steps of learning process that the network is trained because
each time oscillation occurs, learning process must be stopped and less the learning rate value
and retrain the network in a convergence manner. For time of arrival method different number of
neurons in the hidden layer are experimented to reach a value of RMS equal to 12.

Figs.9, 10, 11, 12, 13 and 14, show the final steps of learning process that the network was
trained because each time oscillation occurs, learning process must be stopped and less the
learning rate value and retrain the network in a convergence manner. For received signal strength
method different values of o and k are used to train the neural network for different propagation
environments.

7. GENERATION OF TRAINING PATTERNS

Based on geometry of CDMA cell topology there will be a triangle form from the location of
three base stations. Many points inside this region can be found randomly or according to a
mathematical algorithm where the position of three BSs are known and value of R (radius of
cell) and h (height of cell) are known in this paper a uniform distribution of training patterns
used to train the network, these points can be calculated as:

3R
x_an

X I where1=0,1, ...,n,
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y =ymm+y"‘“"nﬂxj where j=0,1,..,n,
y

Where n, and n,, are the number of subintervals on the x — axis and y—axis, respectively.

8. SIMULATION RESULTS AND DISCUSION
The performance of the previously trained neural networks was compared with two conventional
methods to find the mobile location, namely the average position method and the optimal
position method using Matlab R2010a. The testing points can be individual points or paths
choose randomly or described by mathematical representation. In this paper the parabolic path
represented by the Eq. (9) and shown in Fig.13 used to test the performance of the trained neural
network.

y =300 + x — 0.0027x(x — 200) (9)

The comparisons of the neural network with other analytical methods were illustrated in the
Figs.16-22 for different environment situations, the Fig. 16 illustrates how the NN even with
smaller number of neurons overcome the two other methods especially when error in the signal
increase also the figure illustrate that NN with higher number of neurons has better performance.
The Fig. 17 shows that the NN is better than the two other methods this is clearly shown from
the linear behavior of the NN with increasing the error when kind of environment situation
represented by the values of k =2 and ¢ = 2. Fig. 18 shows that the NN still on the same
behavior while other two methods show bad results. Fig. 19 shows again the good performance
of the NN over the two other methods.In Figs. 20, 21 and 22 illustrate that the NN shows less
performance in worse environment but still better than other methods. The model which is used

in the work is log normal shadowing and its equation in dB is:

PL(d)[dB] = PL(dy) + 10 klog (%) + X,
Where o is the standard deviation and Kk is path loss exponent which are the important factors of
the equation that statistically describe the path loss so that the value of k depend of a specific
propagation environments for example free space equal to 2 and have larger values when
obstruction are presented that mean better results obtained with lower values of k as cleared in
Theodore S. Rappaport, 2001.
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9. CONCLUSION

a.  When there is no error in the measured signal characteristics, the direct analytical
methods (such as average position and optimal position methods) give exactly the actual position
of the mobile station while the trained neural network approximates the mobile position with
some error.

b. In the presence of measurement error (due to NLOS and noise) the performance of the
analytical methods begins to degrade because of the presence of the region of uncertainty while
the neural network begins to exploit its memorization and generalization capabilities to handle
this region. Therefore, as the percentage error of the distance measurements increases, the neural
network begins to outperform the analytical methods.

c. Asingle hidden layer NN is capable of estimating the mobile location

d. The performance of the neural network to find location based on the time of arrival
method is better than that of signal strength method because the distance obtained from time of
arrival method can be calculated due to linear equations while in signal strength method it
obtained from nonlinear equations.
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Nomenclature List
S=input of the neural network.

O=output of the neural network.

d;=distance between MS and BS;, m.

c=speed of light, m/usec.

ti=time that signal takes from BS; to MS, usec.

Vji=connected weights between input layer and hidden layer.
Wi4= connected weights between hidden layer and output layer.

a;= the reliability of signal received at measuring unit.
Erus= root mean square error value, m.

xi=position of BS; in x-axis.

yi= position of BS; in y-axis.

o=standard deviation ranging from 2 to 6 db.

k= The exponent k is dependent on the propagation environment and varies between 2 and 6.
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8y=error signal of output layer of neural network.

6jy=error signal of hidden layer of neural network.

R=the radius of the cell, m.

h=is the height of the cell, m.

Ymin=1S the lower line of the triangular region of three BSs used in the scheme.
Ymax=1S the upper line of the triangular region of three BSs used in the scheme.
P=is the number of training patterns.

d®=is the i 'th desired stored response.

o®=js the i 'th actual output

Hidden layer
Wy

Output layer

Figure 1. The architecture of the neural network.

91



Number 1 Volume 22 January 2016 Journal of Engineering

“1,___

pilot signal

Figure 2. CDMA cellular topology.

Figure 3. The lateration methods (time of arrival and signal strength).
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Figure 4. Average positioning method.
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Figure 5. Online training of NN with five neurons in the hidden layer.
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Figure 6. Online training of NN with ten neurons in the hidden layer.
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Figure 7. Online training of NN with twenty neurons in the hidden layer.
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Figure 8. Online training of NN with forty neurons in the hidden layer.

No. of epochs

RMS error)

r r r r r r r r r Iy

19°"
o 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

No. of epochs 5

Figure 9. Final step of learning process of forty neurons in the hidden layer for an RMS error
value of 20 with k = 2 and o = 2.
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Figure 12. The final step of learning process of forty neurons in the hidden layer for an RMS
error value of 40 with k = 4 and o = 2.

RMS error)

=]
—

r r
0] 0.5 1 1.5 2 2.5
No. of epochs % 10°

97



Number 1 Volume 22 January 2016 Journal of Engineering

Figure 13. The final step of learning process of forty neurons in the hidden layer for an RMS
error value of 40 with k = 4 and ¢ = 4.
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Figure 14. The final step of learning process of forty neurons in the hidden layer for an RMS
error value of 35 with k = 4 and ¢ = 6.
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Figure 16. A comparison of NN with four different values of neurons with the average
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Figure 17. A comparison of NN of forty neurons (k =2 and o =2) with the average position
method and the optimal position method.
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Figure 18. A comparison of NN of forty neurons (k =2 and o =4) with the average position
method and the optimal position method.
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Figure 19. A comparison of NN of forty neurons (k =2 and o =6) with the average position

method and the optimal position method.
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Figure 20. A comparison of NN of forty neurons (k =4 and o =2) with the average position
method and the optimal position method.
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Figure 21. A comparison of NN of forty neurons (k =4 and o =4) with the average position

method and the optimal position method.
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Figure 22. A comparison of NN of forty neurons (k =4 and o =6) with the average position
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ABSTRACT

Energy efficiency is a significant aspect in designing robust routing protocols for wireless
sensor networks (WSNs). A reliable routing protocol has to be energy efficient and adaptive to
the network size. To achieve high energy conservation and data aggregation, there are two major
techniques, clusters and chains. In clustering technique, sensor networks are often divided into
non-overlapping subsets called clusters. In chain technique, sensor nodes will be connected with
the closest two neighbors, starting with the farthest node from the base station till the closest
node to the base station. Each technique has its own advantages and disadvantages which
motivate some researchers to come up with a hybrid routing algorithm that combines the full
advantages of both cluster and chain techniques such as CCM (Chain-Cluster based Mixed
routing). In this paper, introduce a routing algorithm relying on CCM algorithm called
(Enhanced Chain-Cluster based Mixed routing) algorithm E-CCM. Simulation results show that
E-CCM algorithm improves the performance of CCM algorithm in terms of three performance
metrics which are: energy consumption, network lifetime, and (FND and LND). MATLAB
program is used to develop and test the simulation process in a computer with the following
specifications: windows 7 (32-operating system), core i5, RAM 4 GB, hard 512 GB.

Keywords: wireless sensor networks, energy efficiency, cluster routing algorithm, chain routing
algorithm.
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1. INTRODUCTION

A wireless sensor network (WSNSs) consists of number of sensor nodes that communicate
wirelessly and have the ability to sense the surrounding environment including pressure,
temperature, humidity and illumination Oda, et al., 2014. As WSNs are generally powered by
small batteries, energy consumption is the critical aspect that faces the operation of WSNs which
has prime effect on the network lifetime. Many researches have been focusing on developing
routing algorithms that can decrease the energy consumption and consequently extend the
network lifetime. The biggest share of the energy is consumed by data routing, particularly by
data transmission which is proportional to the square of the distance between sender and receiver
Tang, et al., 2012. Thus many algorithms have been proposed to decrease the distance of
transmission which leads to decrease the energy consumption and eventually increase the
network lifetime.

The earliest routing algorithm aimed to use the above strategy is Low Energy Adaptive
Clustering hierarchy (LEACH) Heinzelman, et al., 2000. LEACH divides the network into small
group and each group forms a cluster and elects one of the sensor nodes within the group to
function as a cluster head. The head of each cluster aggregate their data received from other
nodes and send it to the base station. This algorithm is the first hierarchical algorithm that
proposed to maximize the network lifetime. Another routing algorithm has proposed as an
improvement to LEACH which is Power Efficient Gathering in Sensor Information System
(PEGASIS) Lindsey, and Raghavendra, 2002. PEGASIS utilize chain technique instead of
clustering technique in order to achieve more energy conservation. Each node will connect to the
two closest neighbors starting with the farthest node from the base station up to the closest node
to the base station. In this paper, try to use a hybrid scheme that combines the cluster and chain
technique. The proposed algorithm divides the network into multiple chains and works within
two stages.

2. RELATED WORK

The emergence of LEACH and PEGASIS in the area of designing a hierarchical routing
algorithms leads to many valuable researches that came up with different hierarchical routing
algorithms. Moreover, the increasing interest in WSNs and ongoing development in its
applications and techniques become the inspiration for the researchers’ efforts in order to explore
the details of applications, characteristics and communication mechanisms of WSNs. However,
there are wide variety of WSNs hierarchical routing algorithm, it can be classified into three
categorize which are cluster, chain and hybrid routing algorithms Kareem, et al., 2014. Yu and
Song, 2010 utilized chain technique to propose an algorithm which called EECB (Energy
Efficient Chain Based Routing Protocol). EECB algorithm can solve the problem that happen
when the sensor node are relatively distant from its closest neighbors.

Taking advantage of chain strategy, Gao, et al., 2012 come up with a routing algorithm which
designed with a predetermined job (transmission line monitoring system). The proposed
algorithm, in addition to chain technique, it utilizes the Ant colony optimization method to create
a reliable real-time monitoring algorithm. This algorithm is mainly divided into two stages. The
first stage is routing establishment which includes three steps: preparation, building process, and
local search mechanism. After finalizing the establishment process and specifying the optimum
path, the second stage of the routing algorithm will start which involves data transmission. This
algorithm has a great advantage that can effectively jump out of the local optimization and rapid
access to superior solutions. Thus, this algorithm when compared with basic ant colony
algorithms it will show is more appropriate for long-chain wireless sensor networks. On the other
hand, it cannot fit with various applications except the transmission lines or the applications that
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requires long chains of sensor nodes so it cannot be considered a general algorithm for different
WSNs applications. Mahajan, et al., 2013 introduced an algorithm called IECBSN (Improved
Energy Efficient Chain Based Sensor Network) that adopts new factor for the process of
selecting the chain head, this factor called selection value SV. It combines two parameters in an
equation to calculate the SV value, which are the remaining energy for each individual node and
the distance between each sensor node and the base station. Eq. (1) is used to calculate SV value
for each node. The node that has the maximum SV will be chosen to operate as a chain leader.
Moreover, IECBSN algorithm consists of four stages: network construction, chains formation,
leader selection, and data transmission.

1
D aaist (ni, nBs)

SV, = E, (1)

Where SVi represents the factor that define the relationship between the residual energy and the
distance to the base station for each node in the chain and E, represents the residual energy of
the node number i, while adist (ni, nBs) stands for the distance between the node i and the base
station.
Hong, and Han, 2014 put forward a routing algorithm that can accomplish a maximum lifetime
for the network at the same time with a maximum number of alive nodes. The proposed
algorithm of Hong, and Han, 2014 is called Cost-Efficient Routing Protocol (CERP) on
Wireless Sensor Networks. CERP basic idea is to make the lifetime of each single node within
the network same with other nodes. Therefore, the entire network will be dead almost at the
same time then it will assure a reliable operation when the network alive because almost all the
nodes are alive. Kareem, et al., 2014 proposed a new routing algorithm called Two Stage Chain
Routing Protocol for Wireless Sensor Networks (TSCP) which is based on chain technique.
TSCP algorithm is mainly compatible with WSNs which have grid topology. It divides the
network into multiple chains and forwards the data using multi-hop communication.
Ahmed, et al., 2008 introduced a clustering routing algorithm that employed a new technique
(decision tree) to select the cluster head node. The decision tree is based on four factors (the
distance between the node and the center of the cluster, residual energy of the node, mobility of
the node, and Vulnerability index. Authors of Assisted LEACH (A-LEACH) introduced a
modified routing algorithm that depends on LEACH as a bench mark Kumar, and Pal, 2013.
Since LEACH represents the first hierarchical routing algorithm that used clustering technique,
A-LEACH and other related algorithms are fall in cluster category of hierarchical routing
algorithms for wireless sensor networks. A-LEACH uses a modified strategy to minimize the
energy dissipated by separating the tasks of data routing and aggregating. It presented an idea of
assisted nodes that can help the cluster head nodes for multi-hop routing. Another improvement
has been done based on LEACH algorithm when Balavalad, et al., 2014 introduced their
algorithm which is called Multipath-LEACH. It is dividing the network into cells and each cell
has a cluster head. The cluster head nodes communicate with each other to forward their data to
the base station using multipath strategy.
Unlike other routing algorithms, which aim mainly to extend the network lifetime regardless
other factors, such as mobility, traffic, and end to end connection. A routing algorithm based on
clustering technique has been introduced in Velmani, and Kaarthick, 2015 which is called
Velocity Energy-efficient and Link-aware Cluster-Tree (VELCT) scheme for data collection in
WSNs. VELCT aims to be an efficient solution for coverage distance, traffic, delay, tree
intensity, mobility, and end-to-end connection problems. VELCT creates a Data collection tree
(DCT) depending on the cluster head (CH) location. The node that is responsible for data
collection will not involve in sensing operation in the particular round. The main job for the data
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collection node is to collect the data packets from the cluster head nodes and delivers them to the
base station Velmani, and Kaarthick, 2015. The strategies that implemented in VELCT lead to
reduce the traffic and end-to-end delay in cluster head in WSNSs.

The last category of hierarchical routing algorithms is hybrid algorithm. Hybrid routing
algorithm combine both cluster and chain techniques. A hybrid routing algorithm has been
proposed such as CCM algorithm Tang, et al., 2012. It combines the advantage of chain
technique which is low energy consumption at the same time utilize the fast data delivery
advantage from the clustering mechanism. On the other hand, CCM algorithm has small
drawback, which is the way of selecting the cluster head in the second stage. CCM uses the
residual energy factor in order to decide upon which node is going to be the cluster head without
considering the distance between the node and the base station. It is very normal that the node
has maximum residual energy at the same time it is located very far from the base station which
leads to high energy consumption during data transmission. Therefore, using only the residual
energy to select the cluster head is neither efficient nor reliable. (REC+) Taghikhaki, et al., 2013.
They proposed a Reliable and Energy-efficient Chain-cluster based routing protocol (REC+).
REC+ aims to achieve the maximum reliability in a multi-hop communication by using the
proper place for the Cluster Head (CH) and the best shape/size of the clusters without using any
error controlling technique that can add extra overhead in terms of computation and
communication. Table 1 summarizes routing technique, performance metrics, and simulation
tool used to evaluate each algorithm mentioned above.

3. E-CCM ALGORITHM

In this section, will present the proposed algorithm E-CCM (Enhanced Chain-Cluster Based
Mixed Routing) which is a modified version of CCM algorithm that can improve the lifetime for
the entire WSN by decreasing the energy consumption in each sensor node. E-CCM
enhancement is in the second stage, specifically during the process of selecting the cluster head.
As we mentioned before, CCM algorithm uses only the residual energy to decide upon which
node is going to be the cluster head in the second stage without considering the distance between
that node (cluster head) and the base station. Therefore, it is very normal to select a node with
maximum residual energy but it is located very far from the base station which consequently
consumes too much energy due to transmitting the aggregated data to the base station. In order to
overcome this defect, E-CCM algorithm is presented. E-CCM algorithm utilizes another factor,
which is the distance between the sensor node and the base station in addition to maximum
residual energy to select the cluster head for the entire network. An equation is implemented, that
combine both residual energy and distance from sensor nodes to the base station and then
produce a factor called Si, node with maximum Si will be the cluster head in the second stage.
E-CCM algorithm works within two stages, initialization stage and transmission stage.
Moreover, it is mainly applicable for WSNs that use grid topology and the location of each
sensor node is known to the base station.

3.1 Initialization Stage

Since the topology of the network is based on grid topology. Therefore each sensor node has an
x and y coordinates. The E-CCM algorithm will divide the network into sub-sets based on the (y)
coordinate of each sensor node. The nodes that have the same (y) coordinate will be on the same
group. Then, one of the nodes in each group will be selected periodically to act as a head for
other nodes in its own group. The periodic way of selection means that in the first sensing round,
the first node in each group will be selected as group head, in the second sensing round, the
second sensor node in each group will be the group head and so on. Assume that there is N
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number of nodes distributed in (n x n) fashion, n represents the number of groups in the network
and the number of nodes in each group. So that, the selection of the head is based on the output
of the Eq. (1) where i represents the number of current sensing round and n is the number of
sensor nodes in each group.

Hnode_id =imodn (2)

A description for the operation of first stage of E-CCM algorithm is summarized in the flowchart
in Fig. 1.

3.2 Transmission Stage
This stage includes two steps, horizontal chains formation and vertical chain formation.

3.2.1 Multiple Chains Formation:

Each group of sensor nodes in the network will construct a horizontal chain. Each sensor node
transmits its data to the closest neighbor that leads to the chain head which is selected in the first
stage. When a node receives data from its neighbor, it aggregates the received data packet with
its own data packet and then sends the aggregated packet to the closest neighbor that leads to the
chain head and so on until all data are collected in the chain head.

3.2.2 Single cluster formation:

When all the sensed data packets are collected in the chain head nodes, the chain head nodes will
form a cluster contains all head nodes. After forming the cluster, one of the sensor nodes that
belong to the cluster will be selected to function as a cluster head and a main head for the entire
network. The cluster head will be responsible for aggregating the data received from the chain
head nodes and send the aggregated packet to the base station. The selection of cluster head node
is based on two factors which are the residual energy of the sensor node and the distance
between the node and the base station. Utilize Eq. (1) from Mahajan, et al., 2013 in order to
decide upon which node is going to be the cluster head in each sensing round.

The flowchart of the second stage is shown in Fig. 2.

3.3. Radio Model for Communication

The radio model utilized in the proposed algorithm is first order radio model which is used in
wide variety research related to sensor networks such as Lindsey, and Raghavendra, 2002,
Mahajan, et al., 2013 and Kareem, et al., 2014. First order radio model assumptions are used in to
determine the energy consumption due to data transmission and receiving. The transmission cost
Erx and receiving cost Erx are calculated by the Eq. (3) and (4), respectively.

Energy consumption due to data transmission:

ETX(kd) = Eelec X k + Eamp X k X dZ (3)
Energy consumption due to data receiving:

ERX(k) = Eglec X k (4)

Where k represents the size of data packet, d represents the distance between the sender and
receiver. While Egec Stands for the energy the energy required to run the transmitter or the
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receiver and Eamp is the energy consumed in order to run the amplifier. Fig. 3 shows the first
order radio model used in the proposed system Kareem, et al., 2014.

4. SIMULATION

MATLAB software is used to evaluate the performance of the E-CCM algorithm and compare
its performance with the original CCM algorithm depends on three performance metrics:
network lifetime, energy consumption, and first node and last node died (FND and LND).

4.1 Network Model

In simulation, assumed that the sensing area is a square matrix and sensor nodes are distributed
evenly in a 2-dimensional array. 100 sensor nodes are distributed in (10x10) fashion 10 meters
between each node and its closest neighbor.

e All sensor nodes are homogenous and have the same initial energy.

e The base station is located outside the sensing field at (50, 150) position, it is fixed and it
IS not energy constrained.

e All nodes have the ability to communicate directly with the base station.

e The energy consumed during the transmission of data packet depends on the size of the
data packet and the distance between the node and the base station.

e The energy consumed due to data aggregation is 5nJ/bit/message Lindsey, and
Raghavendra, 2002.

ZigBee network is designed for reliable wirelessly networked monitoring and control networks
Lee, et al., 2007. Further, ZigBee offers a unique advantages for wireless application such as
low cost, and low power consumption. Therefore, It is recommended to use ZigBee network with
E-CCM algorithm. Since it is assumed that all sensor nodes have the ability to communicate with
the base station, all sensor nodes must be a router type so that each node can communicate with
all other nodes and can communicate to the base station directly. The coordinator node is
interfaced to the base station. Fig. 4 shows the sensor nodes deployment in the sensor field and
the location of the base station with respect to the sensor network.

4.2 Simulation Parameters:

Some parameters used to simulate the E-CCM algorithm and compare its behavior with CCM
algorithm. It is worth mentioning that the sensing field is assumed to be a square field with
100mx100m area. The sensor nodes are assumed to be stationary and their locations are known
to the base station. The number of sensor nodes and the distance between each node and its
closest neighbor should be specified before starting the simulation, for example 100-stationar
sensor nodes are placed in the sensing area with a fixed distance 10 meter between each node
and its closest neighbor. Table 2 shows more details about the simulation parameters used in the
simulation.

5. RESULTS AND ANALYSIS:

In this section, will show and analyze the simulation results in order to highlight the advantages
of E-CCM algorithm in comparison with CCM algorithm using three performance metrics:
Network life time, Energy consumption, and First node and Last node died (FND and LND).

5.1 Network Lifetime:

The period of time from the deployment of sensor nodes till the network considered as non-

functional is defined as network lifetime Kannan, and Paramasivan, 2014. The moment that the
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network considered as non-functional is user defined. In other words, it is based on the
application of WSN. Therefore, it can be the moment when first node dies, the moment when
specific percentage of sensor nodes die or the moment when all sensor nodes in the network dies.
In simulation, will consider the lifetime of the network ends when all sensor nodes in the
network die. Fig. 5 shows the performance comparison of E-CCM algorithm and CCM
algorithm based on the network lifetime.

Eq. (5) is used to determine the improvement of E-CCM algorithm over CCM algorithm. This
equation is generally used to calculate the percentage of increase for different applications.

POl = Second Value — First value % 100 % (5)

First value

Where POI represents the percentage of increase and in this performance metric it represents the
percentage of improvement in network life time. First value represents the last sensing round
when the sensor network was alive using CCM algorithm. Second value represents the last
sensing round when the sensor network was alive using E-CCM algorithm. It is clear from Fig. 4
and Table 2 that E-CCM algorithm outperforms CCM algorithm in term of network lifetime.
Implementing Eq. (5) show that E-CCM algorithm has an improvement about 14% over CCM
algorithm. The reason is that when include the distance factor along with the remaining energy in
each node to select the cluster head, it gives an advantage which consequently extends the
lifetime for the entire network.

5.2 Energy Consumption:

Three factors are considered to be responsible for consuming the energy during data routing
which are: data send, data receive and data aggregate. Using equation 1 and 2 to calculate the
energy cost of data send and receive, considering the same assumption used in Lindsey, and
Raghavendra, 2002 to calculate energy cost for data aggregation. Fig. 6 shows the amount of
energy consumption in each algorithm versus sensing rounds.

From Fig. 5, it can be clearly seen that the amount of energy consumption during the network
lifetime of E-CCM algorithm is less in comparison with CCM algorithm. In other words, E-
CCM algorithm outperforms CCM algorithm in term of energy conservation. Once again, adding
the distance factor to select the cluster head resulted in conserving more energy during the
network lifetime.

5.3 FND and LND (First Node and Last Node Died):

In order to ensure the robustness and reliability of the routing algorithm, have to examine the
performance of the network using different performance metrics. In this section, will compare
the performance of E-CCM algorithm and CCM algorithms when first node in the network dies
FND and when the last node in the network dies LND Chen, and Zhao, 2005.

From Table 3 and Fig. 7, can see that E-CCM algorithm outperforms CCM algorithm in terms
of FND and LND. Moreover, the results of utilizing Eq. (5) show that E-CCM algorithm achieve
an improvement over CCM algorithm in about 16% and 14% when first node died and last node
died respectively. Therefore, E-CCM algorithm shows a remarkable performance in compare
with CCM algorithm in terms of FND and LND.

6. CONCLUSION

In this paper, proposed an energy efficient routing algorithm that minimize the energy

consumption of WSN and consequently extend the network lifetime. The proposed algorithm E-

CCM divides the sensor nodes into multiple groups and the form a chain from each group. After
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chain formation, one node from each chain will function as chain head periodically. All sensor
nodes in each chain will send their data to the head of their chain using multi-hop
communication. After that, all chain head nodes will form a cluster and select a cluster head
based on the remaining energy of each node and the distance between the node and base station.
The cluster head node is responsible for receiving the data from cluster members, aggregate the
received data with its own data and send the aggregated data packet to the base station.
MATLAB program is used as simulation tool in order to evaluate the performance of E-CCM
algorithm and compare it with the previous work. Moreover, the evaluation process is conducted
based on three performance metrics which are network lifetime, energy consumption and (FND
and LND). Utilizing simulation results in Eq. (5) show that E-CCM algorithm could achieve an
improvement in the network lifetime in about 14% in comparison with CCM algorithm.
Furthermore, E-CCM algorithm shows a significant improvement in term of FND (first node
died) in about 16% in comparison with CCM algorithm. Therefore, combining the distance
factor with the remaining energy during the selection of cluster head leaded to a remarkable
impact on the entire networks’ lifetime and the energy conservation in wireless sensor network.
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NOMENCLATURE
Symbol Description Unit
N number of sensor nodes of the entire network. Unit less
number of the sensor nodes groups and number of sensor .
N : Unit less
nodes in each group. (assumed equal).
I number of the current sensing round. Unit less
the factor that define the relationship between the residual
Si energy and the distance to the base station for each sensor | Joule/meter
node.
Eri the residual energy of the node number i. Joule
adist (ni, nBs) | the distance between the node i and the base station. Meter
Erx (kd) energy consumption due to transmission of data packets. Joule
Erx (K) energy consumption due to receiving data packets. Joule
K size of data packet. Bit
D the distance between the sender and the receiver. Meter
Eelec the energy required to run the transmitter or the receiver. nJ/bit
Eamp the energy consumed in order to run the amplifier. PJ/bit/m?
POI percentage of increase Unit less
FND first node died in the network Unit less
LND last node died in the network Unit less

Table 1. Simulation tool, performance metric(s) and routing technique used in each algorithm.

reliability

Algorithm name | Simulation tool | Performance metric(s) Routmg
technique
Leach MATLAB Network lifetime Cluster
Pegasis C language Network lifetime Chain
EECB Not mentioned Network lifetime Chain
Gao, et al. MATLAB Find an optimal path Chain
CERP Not mentioned Energy deviation for each mode in the Chain
sensor network
TSCP MATLAB Load_ Balgncmg, Network L|fet|me.and Chain
stability interval, energy consumption
Ahmed, et al. MATLAB Network lifetime Cluster
A-LEACH C language Network lifetime gnd energy Cluster
consumption
Multipath-LEACH | MATLAB Network lifetime and energy Cluster
consumption
VELCT NS-2 Energy consumption, through_put_, end- Cluster
to-end delay, and network lifetime
CCM SWANS Energy consumption, transmission Hybrid
delay, and Energy x Delay
Network lifetime, Energy x Delay,
REC+ Not mentioned | Energy consumption, Delay, End-to-End Hybrid
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Table 2. Simulation Parameters.
Parameter Value
Area of the sensing field (100x100) m?
Base station position (50,150)
Number of sensor nodes 100
Behavior of the nodes Stationary

Network type Assumed to be ZigBee
Initial energy of each sensor node 0.5 Joule

Eelec 50 nJ/bit

Eamp 100 PJ/bit/m?

Size of data packet 2000 bit

Table 3. FND and LND.

Metric E-CCM (Sensing Rounds) | CCM (Sensing Rounds)
FND 1652 1420
LND 2142 1877
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Round 1

Next Round

Dividing the Sensor
Nodes into Smaller
Groups

If Node is alive

Selecting Group
Heads and groups
members

Figure 1. Flowchart of the initializing stage of E-CCM algorithm.
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its Chain Members

If Node is the
Chain Head

Sends Data to its
Chain Head

Single Cluster
Formation

\ 4

Chain head with

maximum (S) will

<€— be the Cluster head

and the main head
of WSN

If node is the
Main Head

Send Data to the
Main Head

. . Send collected data
| Receive data from its - -
P to the base station
Cluster members

(PC interface)

If Number of alive
node(s) >= 1

Next Round

Figure 2. Flowchart of the Transmission stage of E-CCM algorithm.
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A Mathematical Model of a Thermally Activated Roof (TAR) Cooling
System Using a Simplified RC-Thermal Model with Time Dependent
Supply Water Temperature.

Dr. Khalid Ahmed Joudi Kamal Mohammed Ali
Professor PhD student
College of Engineering-University of Baghdad, College of Engineering-University of Baghdad,
Baghdad Baghdad
email: khalid47joudi@yahoo.com email: al_ssafar2005@yahoo.com
ABSTRACT

This paper presents a computer simulation model of a thermally activated roof (TAR) to

cool a room using cool water from a wet cooling tower. Modeling was achieved using a
simplified 1-D resistance-capacitance thermal network (RC model) for an infinite slab. Heat
transfer from the cooling pipe network was treated as 2-D heat flow. Only a limited number of
nodes were required to obtain reliable results. The use of 6" order RC-thermal model
produced a set of ordinary differential equations that were solved using MATLAB - R2012a.
The computer program was written to cover all possible initial conditions, material properties,
TAR system geometry and hourly solar radiation. The cool water supply was considered time
dependent with the variation of the ambient wet bulb temperature. Results from RC-thermal
modeling were compared with experimental measurements for a second story room measuring
5.5m x4 mx 3 mat Amarah city/ Iraq (31.865 °N, 47.128 °E) for 21 July, 2013. The roof was
constructed of 200 mm concrete slab, 150 mm turf and 50 mm insulation. Galvanized 13 mm
steel pipe coils were buried in the roof slab with a pipe occupation ratio of 0.12. The walls
were constructed of 240 mm common brick with 10mm cement plaster on the inside and
outside surfaces and 20 mm Styrofoam insulation on the inside surface and covered with PVC
panel. Thermistors were used to measure the indoor and outdoor temperatures, TAR system
water inlet and outlet temperatures and temperature distribution inside the concrete slab. The
effect of pipe spacing and water mass flow rate were evaluated. Agreement was good between
the experimental and RC-thermal model. Concrete core temperature reaches the supply water
temperature faster for lower pipe spacing. Heat extracted from the space increased with water
mass flow rate to an optimum of 0.0088 kg/s.m2.

Keywords: concrete core conditioning, thermally activated roof, RC- thermal model, thermo-

active building simulation.
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1. INTRODUCTION

Concrete core conditioning (CCC) is a system of thermal conditioning of buildings which
uses water pipes embedded in the center of the floor/ceiling construction for heating and
cooling, Rietrkerk, 2010. Water provided to CCC systems is provided by refrigeration, boiler,
ground coupled source or any other low or high grade energy source at a temperature within a
preset control limit. Recently, it has been used as an alternative for conventional installations
and emerged as an energy efficient and cost effective system that realizes a good thermal
indoor environment, Koschnez and Lehmann, 2000. These systems are mainly used in
multistory office buildings with a low heating load in winter (10 to 30 W/m?) and a moderate
cooling load in summer (30 to 60 W/m?2), Olesen, 2002. Conductive, convective and radiative
heat transfer all play an important role in describing the thermal behavior of CCC in buildings.
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A TAR system is one of the CCC systems activated with water through pipes embedded in the
concrete structure. Numerical simulation models can provide solutions to complex dynamic
systems of buildings and technical installations, Karlson, 2006. Very often, a numerical
solution is adopted to calculate 3D or 2D models for the temperature distribution in the
concrete slab of a CCC building. Heat transfer processes are time dependent and change with
the use of the building, the outdoor climate and the supply of cold/hot water to the building
integrated cooling/heating system. Sourbroun, 2012 used a finite difference method to model
a full CCC system. Antonopoulos and Tzivanidis, 1997 compared a 3-D and 2-D FD-method
with experimental results. Russell, and Surendran, 2001 used an FD-model to analyze the
cooling capacity and perform some parametric analysis. Olesen et al., 2006 presented an FD-
model which is incorporated in the European standard EN15377 on water based embedded
heating and cooling systems. A commonly used method to describe transient heat transfer in a
multi-layer material is the thermal Resistance-Capacitance or RC-model. It is a simplified
model where thermal resistances and capacities are lumped in a small number of nodal points
Weber, and Johannesson, 2005. Pedersen et al., 2005 used a ‘space mapping’ technique to
optimize the performance of a computationally inexpensive RC network model. A detailed
Finite Control Volume (FCV) model was used to enhance the accuracy of the simplified RC
model. Furthermore, nothing was found regarding circulation of cooled water produced by a
wet cooling tower, or hot water produced by an evacuated glass tubes solar collectors through
embedded pipes in concrete slabs, neither experimentally (prototype or full scale) nor by using
simulation packages, for residential comfort.

2. SYSTEM DESCRIPTION

2.1 Room Description
The room that was constructed to evaluate the mathematical model was located in the

second story of a residence located in Amarah city/ south of Iraq (31.865 °N, 47.128 °E). It
measures 55 m x 4 m x 3 m as shown in Fig. 1. The roof was constructed of 200 mm
heavyweight concrete, 50 mm insulation and 150 mm turf which is a conventional roof
construction in the south of Irag. Walls were constructed of 240 mm common brick and
finished with 10 mm cement plaster on both sides with 20 mm Styrofoam insulation on the
inside and covered with a PVC panel as an architectural wall siding material. The external
steel door included a double glazed aperture measuring 1 m x 1m with a 10 mm air space.
Infiltration through door cracks is minimized by air tight gaskets. Opaque venetian blinds were
used as an external shading device. A 400 mm overhang shaded the eastern wall and external
door. The ground floor below the room was conditioned.
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2.2 TAR system description

The TAR system was constructed of 13 mm galvanized steel pipes embedded in the 200
mm concrete slab with 170 mm pipe spacing. Fig. 2 is a section through the room showing the
cooling tower and temperature sensor locations. Pipe coils were located 80 mm above the
bottom side of the concrete slab. Therefore, the pipe deepness ratio is 0.4. The pipe deepness
ratio can be defined as the ratio between the pipe level height to the concrete thickness. The
TAR system included four pipe coils with the option of either parallel or series connection.
Fig. 3 shows the piping system and the external connections. Each coil pipe pass was 5.5 m
long. Anti-corrosion paints were used on the outside of these pipes. Water pipe loops were
attached to the steel reinforcement bars firmly to prevent them from floating during concrete
pouring. Lime stone was added to the concrete mix to prevent steel corrosion, Verlmon, 2008.
The percentage of total surface area of the pipes to the effective area of the roof is defined as
the pipe occupation ratio index which was 12 % for this roof. A wet cooling tower of 2 kW
capacity, 0.206 I/sec and L/G = 0.623 was designed and constructed at 22 °C design wet bulb
temperature and 4 °C approach to provide cold water to the TAR system. Cold water to the
TAR system made the concrete slab a heat sink panel. The system water was treated with
Potassium Dichromate tablets to prevent pipe corrosion and phenol to prevent algae and other
green living forms.

2.3. Instrumentation and Measurements

Temperature measurements were made using 14 temperature calibrated thermistors type
LM35. This type does not require any calibration or trimming to provide typical accuracies of
+0.25°C at room temperature. Eight of them were distributed across the roof span between
pipes to measure the temperature distribution across the concrete. Another four, were used to
measure the indoor and outdoor dry and wet bulb temperatures. Two sensors were used to
measure the inlet and outlet water temperatures across TAR (cooling tower) system. These
sensors were connected to a data acquisition system manufactured by Lab-Jack company of
Lakewood, Colorado, USA, model U3 LV. Data were saved in spread sheet format. A
rotameter 2-26 I/min with accuracy of + 3.14 % manufactured by SKC, was installed to
measure the water flow rate in the system. System power consumption was measured by an
(A-V-0) digital clamp meter supplied by Fluke 323 company with current and voltage range
of 0-400 A with an accuracy of 1.5 + 5 % and a voltage range of 0-750 V with accuracy an of
2+5%.

3. COOLING LOAD ESTIMATION

Olesen, 2002 suggested that thermally activated systems are suitable for buildings with
moderate cooling loads of approximately 30 W/m?2 to 60 W/mz2. Several modifications were
applied to decrease the cooling load of this test room. The heat gain was minimized using
thermal insulation, air tight sealing, double glazing, external shading and an overhang.
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Internal heat sources were limited to a 45 W lighting and a ceiling fan of 60 W powers. The
Space cooling load was maximum on 21 July at a value of 51.6 W/m? which is a moderate
value and suitable for TAR system installation. Fig. 4 shows the cooling load of the space
using the radiant time series (RTS) method for 21 July ASHRAE, 2009. The exterior glazed
door has a peak cooling load in the morning because it faces east while walls and roof have a
peak load at night due to the thermal mass storage of these structures. The total load is of a
maximum near mid-night.

4. RC-THERMAL MODELLING
Hourly temperature distribution through the roof layers was determined using a simplified RC
thermal network. Input temperatures to the model were from experimental measurements of
the test room for 21 July as shown in Fig. 5. Other input data include the solar radiation
intensity and supply water temperature. Input data included the material thermal properties
and water flow rate which are independent of time. Six nodes were used across the roof
thickness which rendered a 6™ order model. The internal nodal points have thermal capacities.
Whereas, the surface nodal point thermal capacities are set to zero. Modeling was carried out
with the experimental data of 21 July, 2013 as input.

A general sinusoidal equation for nodal temperatures introduced by Joseph, 2012 is used in
the present model as;

T = Ty +Asin (/24 (t £ 0)) (°C) (1)
Tm = (TmaX+Tmin) / 21 (OC) (2)
A= (Tmax - Tm )1 (OC) (3)

Where @ is the phase shift (hr), and + signs are for descending and ascending directions.

4.1 Temperature Modeling

The sol-air temperature, outdoor, indoor and supply water temperature were modeled for
computer program implementation.

The sol-air temperature is a fictitious temperature that defines a value for the outdoor air

temperature which would, in the absence of all radiation exchanges, give the same rate of heat
flow into the outer surface as the actual combination of temperature difference and radiation
exchanges, Kreider et al., 2002. It takes into account, the daily temperature range which
affects the heat storage, the color of the outside surface which affects solar heat absorption
rate, the latitude and month, Duffie, 2006. In equation form;

I eAR
Te=Td0+ai— hg (4)
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The solar irradiance is given as;

I, =0, (1<t<6) (5)
I, = 980 sin (2 1t/24 (t—6)), (6 <t < 18) (6)
I, =0, (18 < t<24) )

Where 980 W/m? was the maximum total solar radiation calculated on a horizontal
surface for 21 July at Amarah city ASHRAE, 2009 assumes the following equation to
evaluate the sol-air temperature for horizontal surfaces,

T, = Ty,+0.0261, —4 °C) (8)

From experimental data of 21 July, 2013 and Eq.(1), the ambient dry bulb temperature
Tq4o, @ambient wet bulb temperature T,,,, indoor dry bulb temperature Tq; and cooling water
supply temperature T, with an approach of 4 °C, can be written as;

Tgo= 38 + 8 sin(2m/24(t-8)), (1 <t< 24) (°C) ©9)

Tyo=21 + 4 sin (211/24(t — 8)), (°C) (10)
T, = 25 + 4 sin (21/24(t — 8)) (°C) (11)
Tgi = 30.3 + sin (21/24(t+6)) (°C) (12)

Fig. 6 compares the experimental measurements of the outdoor temperature and Eq. (9).

So, sol-air temperature is modeled using Egs. (5), (6), (7), (8) and (9) as;
T. =38 + 8sin(2m/24(t — 8))+0.026 I, —4, (°C) (13)

4.2 TAR system modeling

The roof slab was regarded as an infinite slab with four internal nodal points and two for the
upper and lower surfaces. The governing equations for typical exterior and interior nodes
shown in Fig. 7 are:

Exterior node 1; 0 = Ri (T, — Ty)+ Ril (T, —Ty) (14)
(o]
LodTy 1 1
Internal node 3; C; —2 = — (T, — T3) + — (T, — T3) (15)
dT,
For node 4; Cj % = Ris (T3 —Ty) + Ris (T — T4)+RL4 (Ts — Ty) (16)
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For the pipe node 5; Cs —* dTS = Ri (T, — Ts) (17)
4

Where, Cs is the thermal capacitance of the pipe material.

Thew old . . ) .
Replacmg — by — = (A—t) and solving the resulting equation system, the following
matrix equatlon evolves;
[AILT]= [B] (18)

Where [A] is the thermal coefficient matrix, [T] is the new temperatures matrix and [B] is the
old temperatures matrix.

The resistance Rgis 3-dimensional but may be given as a 1-dimensional relation as,
sourbroun, 2012;

— S ln(s/_r[d ) (19)

R5 - 2mkp
The main concept in TAR geometry is shown in Fig. 8.

Where : 1,/(l3 *s) > 0.3, d/s < 0.2.
The temperature at node 5 is assumed the same as the pipe temperature and can be related to
the supply water temperature by;

qQwr = M Cp (T = Ts), (W) (20)

_ (T4-Ty)

> W) @)

And q4_ 5 =

By assuming a linear temperature rise along the pipe length, the pipe temperature can be
approximated as;

Ts+Ty

Te =
5 2

) (C) (22)

Solving Egs. (20), (21) and (22) gives;
1 rold_old
(Ts™=Ta™)
old _ R~ > * 7 o
T = T —= ( —— ) (°C) (23)

Substituting Eq. (11) in Eq. (23) gives;
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) om 1 RL gld_Tgld)
T =25+ 4 sin G =8 -2 (=———] (O (24)

m cp
So, T2 was calculated each time interval iteratively to determine the pipe temperature at
node 5. The thermal resistances (R) and capacitances (C) are parameters with constant values
that are based on the properties of each of the construction layers as;
C=pc,V (J I’K) (25)
Performance of TAR system can be evaluated once the node temperatures at each time
step are determined. The rate of heat transferred between the roof and the water supplied to the
TAR system is calculated as;
Qe = M Cp (T, —Ts) (W) (26)
Or, the heat extracted from the concrete slab by the TAR piping system can be calculated as;

qc = md L (T4 — Ts)/Rs (W) (@7)

The heat extracted from the room by the TAR system across the lower roof surface, can be
calculated as;

The rate of heat transferred from the upper roof surface transmitted to the surrounding and is
calculated as;

dsur = hoA (T — Ty) (W) (29)
TAR system instantaneous efficiency nag, in this work is defined as the ratio of the heat

extracted from the room by the TAR system to the heat extracted from the concrete slab by the
cooled water as;

ntar = 4i/qc (30)
Effectiveness of the TAR system is defined as the ratio of the heat extracted from the concrete

slab by the cool water to the mechanical power spent to drive the TAR system as Sourbroun,
2012;

€ Tar = I Cp(Tr - Ts)/Pcon. (31)

Pcon. = Al * Vl * (P- F)*nb (W) (32)
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Where: P, is the power consumed in driving the cooling tower fan and pump, P.F is the
power factor = 0.75 and ), is the brake efficiency which is assumed equal to 0.85 for tower
fan and pump.

5. COMPUTER IMPLEMENTATION

Fig. 9 is a flow chart of the main procedures in the computer model using for the Matlab
program. Matlab R2012a computer program was used to solve the set of six linear algebraic
equations. The program input command identifies the initial conditions, material thermal
properties and geometry. Using the ‘solve’ Matlab command statement, the nodal
temperatures are determined for a certain time step which then become old temperatures for
the next time step except T which is calculated each time interval depending on the
instantaneous supply water temperature. A time step of 1800 seconds (30 minutes) was used in
this model. The ‘Input’ Matlab statement provides several initial conditions, several material
properties and geometrical dimensions for system flexibility and to determine their effects on
the temperature distribution through the concrete slab and the heat exchange rate with the
piping network and surroundings.

6. RESULTS AND DISCUSION
6.1 Concrete temperature history

Fig. 10 shows the temperature history of the concrete core and the mean measured
concrete temperature. The deviation is partly thought to be due to neglecting conduction in the
pipe material and forced convection of water flow which were lumped as one parameter in
Ts. Also, the assumption of linear rise of the supply water temperature could generate part of
this discrepancy. The deviation of results between model and measured concrete temperature
is depicted as a time lag of approximately one hour. Possibly, the thermal capacitance of
components in the model do not account for this time lag. One of the more important results of
the RC-thermal analysis is the hourly temperature distribution across the roof deck as shown
in Fig. 10. Node positions in Fig. 11 are at, 0 cm, 8 cm, 23 cm, 33 cm and 40 cm from the roof
lower surface. They are nodes 1, 2, 3, 4 and 6 in the RC-network respectively. The amplitude
of temperature variation is lower near the roof lower surface. This is due to the high thermal
mass storage and insulation of the upper part of the roof. Temperature history of node 4, at the
pipe level, shows the lowest amplitude due to the supply cold water temperature.

6.2 TAR system efficiency

TAR system efficiency varies with time due to the hourly variation of the ambient
temperature, indoor temperature and slight variation of the cool supply water temperature. It is
noted that efficiency attains values greater than unity as shown in Fig. 12. This is invalid
because q; < q. . This occurs due to the time lag between the heat extracted by the concrete
from the cool TAR water (g.) and the heat extracted from the room (g;). If this time lag is set
to zero by slight modulation in Fig. 12, the efficiency takes the form shown in Fig. 13.
Efficiency is of maximum at night. The rate of heat extracted from the space is of maximum at
night when the cooling load is maximum. Fig. 14 compares hourly cooling load ¢ and heat
extracted from the room ¢; which highlights the TAR system contribution to space cooling

126



Number 1 Volume 22 January 2016 Journal of Engineering

load. It shows that the extracted heat from the space is larger than the instantaneous cooling
load for the period 13:00 — 19:00 hrs.

6.3 TAR System Geometry Effect
The effect of pipe spacing on the hourly temperature distribution through the concrete slab

was evaluated for spacing of 10, 12, 14, 16 and 18 cm. Supply water temperature Tg shown in
Fig. 15 is the model temperature of node 4. It is noticed that the change in spacing causes a
change in temperature amplitude and time delay due to the change in thermal mass storage.
Low spacing reduces the time needed to approach the supply water temperature. Also, the
experimental temperature of the node 4 falls between the model temperature for 15 cm and
18 cm spacing which is an excellent verification of the model.

The effect of pipe deepness ratio in the heat extracted from the space by RC model and
experimental measurements is shown in Fig. 16. The higher the ratio the lower the heat
extracted from the space and vice versa. The experimental representation in this figure is
illustrated as a single point due to the fixed deepness ratio of the present work. A small
deviation was noted. This may be due to the using the mean water temperature to compute the
heat extracted by RC model.

6.4 Effect of Water Mass Flow Rate

The water temperature and flow rate influence the thermal performance of the TAR system
strongly. Lower water temperatures mean better performance as shown in Fig.17. Moreover,
TAR system effectiveness increases with flow rate up to m = 0.0088 |/s.m? beyond which
there is only a slight improvement as shown in the figure. It is more efficient to change the
water supply temperature T, than to increase the water flow rate.

7. CONCLUSIONS
Based on the results the following conclusion can be drawn:

1- There is a small deviation between concrete nodal temperatures obtained by the RC-
model and the measured temperatures at spacing of 17 cm.

2- TAR effectiveness improves significantly with lower supply water temperature and
only slightly with increased water flow rate beyond 0.0088 I/s.m2.

3- Increasing pipe spacing causes an increase in concrete temperature amplitude and time
shift.

4- The heat extracted from the space decreased with pipe deepness ratio.
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NOMENCLATURE
A temperature amplitude (A)
A line current (A)
A, roof area. (m2)
C capacitance. (kJ/°C)
Cp specific heat. (kJ/kg.°C)
d diameter. (m)
h convective heat coeff. (W/m?.°C)
I; total solar radiation Intensity. (W/m2)
k thermal conductivity. (W/m.C)
I thickness. (m)
L pipe Length. (m)
m mass flow rate (kg/s)
P power. (W)
q heat transfer rate. (W)
R thermal resistance. (m2. °C/W)
AR the difference between incident and
emitted radiation from black body. (W/m?2)
S spacing. (m)
T temperature. °C)
Te sol-air temperature. O
t time. (s)
\Y, volume (m3)
\/ line voltage (Volt)
w slab width. (m)

Greek symbols

0
€

€ TaAR

surface absorptance.
surface emittance.
TAR effectiveness.
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)] phase shift.
Ny brake efficiency.
NTAR TAR efficiency.
p density.
Subscripts
c concrete.
con. consumed.
d dry bulb
i indoor.
cl cooling load.
max maximum.
min minimum.
m mean.
mi model.
0 outdoor.
p pipe.
r return.
S supply.
sur surround.
w wet bulb
wr water

Abbreviations

CCC
FD

FCV
PVC
RC

RTS
TAR

concrete Core Conditions.

finite difference.

finite control volume.
poly vinyl chloride.
resistance capacitance.
radiant time series.
thermally Activated Roof.

130

(hr)

(kg/m’)

Journal of Engineering



Number 1 Volume 22 January 2016 Journal of Engineering

S , A
Interior wood
door " .
T / (Unconditioned internal
s adjacent space)
l‘,
_-""~-\ F 3
N
=} Y
= \ b
_S_E O—— %] =
5 5 2
3 > External steel-glass IS a’
z c door o =
£ E 3
= 4y =t
- 3.0 m high ceiling
« 55m >
S - .
i
Ambient

Figure 1. Plan view of the experimental room.

Cooling tower

——
N [T Tao& Turo

N T——TPump T:
T. | \?_l = ] \
y—'—'=‘: |
b 150 mm Turf
___,L oo o o o owoto oeoo 5 J ,g;, 50 mm Styrofoam
) . 0 0p00 00O O L, Lk 4 OO0 9 200 mm Concrete
Water pipe
L . ~ Ll N = 10 mm Cement plaster
Ambient o O: Wooden doar {(Unconditioned
(2mxlm) adjacent space)
il iy
w Steel-glass || = ||| [V} Dam acquisiion
S Ta®Ta g |l T
(2mx 1 m) ¥
= |1 | ‘
I
I
I
4.0 m 1
L |
s
{Conditioned room below)

Figure 2. A front section of the test room. (*) temperature sensor.

131



Number 1 Volume 22 January 2016 Journal of Engineering

200 mm Concrete slab

“[025m
« Temperature

sensor
=
Egy
b= o
& E E
=R o
2 1

— " [025m

1200
1000
== F wall
’;'\ 800 S wall
) ===\ wall
2 600
E ==x==N wall
3
O 400 o= Ro0f
X
200 Ext. door
=== TOtal
0

1234567 89101112131415161718192021222324
Time hr.

Figure 4. Cooling load components of the test room on 21 July.

132



Number 1 Volume 22 January 2016 Journal of Engineering

50

45 A

.°C

Tegmp )

25

20

15 T T T T T T T T T T T T T T T T T T T T T 1
1 3 5 7 9 11 13 15 17 19 21
Time hr

Figure 5. Experimental temperature measurements for 21 July, 2013.

T4, (experimental) Tqo (Eq.9)
——Tdo (experimental) —=—Tdo (model)

w
o

i
u

p. 'C

IS
o

Outdoor Tem
& &

A=)
9)]

1 4 7 10 13 16 19 22
Time hr

Figure 6. Experimental and model outdoor temperature profile.

133



Number 1 Volume 22 January 2016 Journal of Engineering

QOutdoor

150 mm
Turf

50 mm
Insulation
200 mm
Concete

Indoor
Ri

Tdi

Figure 7. RC-thermal network model.

|
| |
o @< d |I
| w 2l
Figure 8. TAR geometry concept.

134



Number 1 Volume 22 January 2016 Journal of Engineering

TAR system performance
determination using RC-thermal
model.
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Figure 9. Flow chart of the computer model.
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ABSTRACT

This paper presents thermal characteristics analysis of a modified Closed Wet Cooling Tower

(CWCT) based on heat and mass transfer principles to improve the performance of this tower in
Irag. A prototype of CWCT optimized by added packing was designed, manufactured and tested for
cooling capacity of 9 kW. Experiments are conducted to explore the effects of various operational
and conformational parameters on the thermal performance. In the test section, spray water
temperature and both dry bulb temperature and relative humidity of the air measured at intermediate
points of the heat exchanger and packing. Heat exchangers consist of four rows and eight columns
for an inline tubes arrangement and six rows and five columns for staggered tubes arrangement.
According to experimental data, the inline tubes arrangement has a better thermal performance than
the staggered tubes arrangement. The inline tubes arrangement enhanced thermal efficiency more
than (7%) compared to the staggered tubes arrangement. Furthermore the effect of added packing to
CWCT on thermal performance was significant compared to CWCT without packing. Comparing
CWCT with packing, it has been observed that the best performance for the CWCT with packing
under heat exchanger. It can be watched that the thermal efficiency for CWCT with packing under
heat exchanger and CWCT with packing above heat exchanger approximately (28%) and (16%)
higher than that CWCT without packing respectively. This study provides correlations to predict
heat and mass transfer considering the influences of operational parameters for both inline and
staggered heat exchanger tubes arrangement.

Key words: Closed Wet Cooling Tower (CWCT), heat exchanger, packing, thermal performance
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1. INTRODUCTION

Cooling towers are heat reject equipment used in much industrial process such as power
generation units, refrigeration and air conditioning industries, Stabat, 2004. With respect to design
of heat exchanger surface, there are two types of cooling towers: open and closed cooling towers. A
direct, open circuit cooling tower is an enclosed structure that distributes warm water over a
labyrinth-like packing, or fill, which provides an expansion of the interface between the air and
water for heating of the air and evaporation to take place. An indirect, or closed circuit cooling
tower, does not involve any contact between the air and the fluid being cooled. This tower has two
separate fluid circuits, one in which circulated liquid on the outer surface of the second circuit,
which is a bundle of tubes (closed coils) through which the hot water is flowing.

Much attention has been paid to issues on CWCTs relating to experimental studies and
developed correlations of heat and mass transfer coefficients as a function of operating conditions.
Oliveira, and Facao, 2000, designed a new CWCT in order to examine the effects of operating
parameters on the saturation efficiency for a CWCT modified for use with chilled ceilings in
buildings. Thermal performance of two evaporative cooled heat exchangers, Investigated by Hasan,
and Sirén, 2003. They studies two heat exchangers; plane and plat-finned circular tube types
occupy the exact volume and the ratio of total area (finned tubes /plate tubes) is four. Shim, et al.,
2008 and 2010 investigated experimentally the thermal performance of two heat exchangers in
closed-wet cooling tower having a rated capacity of 2RT. Both heat exchangers have multi path that
is consumed as the entrance of cooling water and are consisting of bare-type copper tubes of 15.88
mm and 19.05 mm. Heyns, and Kroger, 2010 investigated the thermal performance characteristics
of an evaporative cooler, which consist of 15 tube rows with 38.1 mm outer diameter galvanized
steel tubes arranged in a triangular pattern of 76.2 mm. Al-Tayyar, 2011, modified an available
open circuit cooling tower (WL 320 Demo cooling tower, constructed by GUNT company in
Germany) to make utilized likewise closed circuit cooling tower by designing furthermore
manufacturing a heat exchanger located under packing. Zheng, et al., 2012, investigated thermal
performance of an oval tube CWCT based on heat and mass transfer under different operating
conditions.

Most of above studies involved thermal performance of CWCT with heat exchanger either
inline or staggered tubes arrangement. In this study, thermal performance of modified counter flow
forced draft CWCT in hot and arid environmental Iragi weather conditions will be evaluated in order
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to use for the chilled ceiling of the building in Irag. The modification based on addition packing to
the conventional CWCT. To clarify the effect of heat exchanger tubes arrangements on tower
performance, two heat exchangers with different tubes arrangement (inline and staggered) are used
in this study.

2. EXPERIMENTAL APPARATUAS AND PRCEDURE
2.1. Description of Test Rig

A new CWCT was designed and constructed in which different operating parameters could
be varied and tested in the laboratories of Environmental Engineering Department of Al-
Mustansiriya University College of Engineering. The general arrangement of the equipment is
shown photographically in Fig.1. In general, the apparatus consists essentially of  cooling column
and three major systems, Spray water, Cooling water and Air blowing.

The tower fabricated from galvanized steel sheet to provide protection from rusting and
corrosion, each sheet of 1.5mm thickness, connected together by screws and nuts as a rectangular
box of external dimensions (700 mmx400 mmx2300 mm), mounted rigidly on a frame which is
welded construction with a channel section at the base welded together from the rectangle. As exists
in every forced cooling, the test section consists of three zones: spray, fill (cooling zone) and rain
zones. Spray zone is at height of 180 mm suitable to ensure water distribution uniformly to all points
in the fill section. Fill zone at 1000 mm height and characterized as consisting of three places for
sliding removable drawer rectangular boxes at same dimensions manufacturing for packing and heat
exchangers to ensure change the locations and types of heat exchangers and height of packing to
study the influence of all these additions on the performance of the tower. The rectangular drawer
made of galvanized steel with dimensions of 420 mm in width, 760 mm in depth and 280 mm in
height. Six holes along the side of each (drawer) box were done to measure the water temperature,
air dry bulb temperature and air relative humidity. The rain zone at height of 450 mm in the case of
three boxes and it will be variable when lifting one ore tow packing’s and increases as decreases the
packing height.

Air from the atmosphere, enters the single stage centrifugal blower at a rate which is
controlled by the butterfly valve. The fan discharges into the PVC pipe and entrance duct before
entering the packed column. As the air flows through the packing and heat exchanger, its moisture
content increases and the water in the heat exchanger are cooled. Hot water is pumped from the load
tank through the control valve and water flow meter to the heat exchanger placed inside test section
of tower. Plain tube heat exchanger was designed and manufactured for the present work. The tubes
were fixed horizontally in test section inside supported frame of rectangular drawer .Cooling water
moves through the tubes while the spray water and air moves over the tubes in perpendicular
direction. The tubes are arrays in inline and staggered arrangement with (equilateral) tube pitch of
3D, (pitch over diameter of 3) as shown in Fig.2.The specification of heat exchangers shows in
Table 1.

The water distribution system in the cooling tower should distribute the water uniformly over
the tube bundle and packing inside the tower, to be the most coefficient method of uniformly water
distribution in counter flow wet-cooling tower a pressurized spray system used with different types
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of spray nozzles. The spray water passes through the spray nozzles and constantly distributed at
upper part of the test section, controlled by means of flow control valve globe type located
downstream of the spray water pump. In the spray frame a header distributes or divides the deluge
water into several conduits or lateral branches. Spray water nozzles were fitted the end of each
lateral branch.

2.2. Test Procedure

In order to evaluate the thermal performance of cooling tower, a series of experiments was
carried out at different operational and conformational parameters. Operational parameters
demonstrate: air flow rate of (0.12-0.3) kg/s, spray water flow rate of (20,25,30,35,40,45) I/min,
cooling water flow rate of (10,15,20,25,30,35,40,45,50) 1/min, inlet cooling water temperature of
(35,40,45,50,55 )° C and inlet air wet bulb temperature of (7-24)° C. Conformational parameters
indicate: height of packing used (280 and 560) mm, location of packing (under Heat exchanger and
above Heat exchanger) and arrangement of heat exchanger (staggered and inline).

Thermocouples type K insert before and after the cooler coil to measured cooling water
temperature. To measure the spray water temperatures at intermediate locations inside test section,
specially channels have been manufacturing to insert thermocouples type K through holes .These
holes are closed by rubber stoppers through which thermocouples are inserted to measure the
temperature profile. The variations of air dry bulb temperature and relative humidity along the test
section as well as the inlet and outlet of the tower were measured by humidity meter, which
combined temperature/humidity sensor. The humidity meter model TH-305 has a temperature and
relative humidity measurement range from 0 to 60°C and 20 to 95% respectively. The sensor probe

handle is placed directly in the air stream and connected to display.

2.3. Performance Parameters

In viewpoint of energy analysis, the parameters used to determine the performance of cooling
tower are:
1-Cooling range: is the temperature difference between the water inlet and exit states. Range can be
measured by the temperature difference between the inlet and outlet from cooling tower:

CR = Tcw,in - Tcw,out (1)

2- Thermal efficiency: The most important parameter of cooling tower performance is the thermal
efficiency, which can be defined as the ratio of actual released of heat to the maximum theoretical
heat from cooling tower. The thermal efficiency for the closed circuit cooling towers was defined as
Oliveira, and Facao, 2000 and Yingghan,et al., 2011:

n = Tcw,in - Tcw,out (2)

Tcw,in - Tawb,in

3-Cooling capacity is the heat rejected or heat dissipation, given product of mass flow rate of water,
specific heat and temperature difference.

q= mcwcp,cw CR 3)
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4-Mass transfer coefficient
The mass transfer coefficient obtained using enthalpy balance for an elementary transfer surface
Oliveira, and Facao, 2000.

Mgirdhy, = apy (ii - iair) dA (4)
Which is known as the Merkel equation and integrated for the whole heat exchanger in tower gives:
aTnA —In .imasw _.ia,in (5)
mgy lmasw — la,out

where, o, IS the mass transfer coefficient for water vapor between spray water film an air , A
is the surface area of the heat exchanger and imasw IS the specific enthalpy of the saturated air at the
mean spray water temperature .

The average of spray water temperatures was taken as the interface temperature according to
Zheng, et al., 2012 while the inlet and outlet air enthalpies were calculated from Psychometric chart
according to the measured data. Outlet air enthalpy could be also calculated considering that all the
heat goes from water to air Oliveira, and Facao, 2008:

ma(ia,out - ia,in) = mcwcp,cw (Tcw,in - Tcw,out ) (6)

Then the outlet air enthalpy calculates as:

. _ mcwcp,cw (Tcw,in_Tcw,out )
lag,out = la,in + e (7)

5-Heat transfer coefficient
Heat transfer from cooling water inside tubes to spray water and air through a water film .the rate of
heat transfer from cooling water dq. is given by Hasan, and Sirén, 2002:

dq. = mcwcp,cwchw = —U, (Tew — Tsy)dA (8)
Integrated Eq.8 from the inlet to outlet of cooling water, with constant spray water Ty, gives.

UoAc —In Tcw,in - Tsw,m

Cp,cwmcw Tcw,out - Tsw,m

)

where, U, is the overall heat transfer coefficient between cooling water inside the tubes, tube wall
and spray water on the outside .It is calculated by the following formula Shim, et al., 2008 :

U0: ' —+—1n—'+a— (10)
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After the overall heat transfer coefficient was calculated from Eq.(9), it used to calculate, as, tube to
water film heat transfer coefficient (W/m? C).

Where, o is the convection heat transfer coefficient of cooling water inside the tubes, it was
calculated by the “Dittuse-Boelter” relation and Incropera,et al.,2011:

k
a, = 0.023 %Reo'g pro3 (12)

i

Where, Reynolds number and Prandtl number were taken for the cooling water inside the tubes.

A MATLAB program was written to calculate the following parameters: water cooling range, tower
approach, thermal efficiency, cooling capacity, heat transfer coefficient and mass transfer
coefficient. The input data to this program is the measured parameters taken from the experimental
runs.

3. RESULTS AND DESCUSSION
3.1. Verification of the Experimental Apparatus

To verify the reliability of the experimental apparatus, energy balance of the air and cooling
water was adopted using eg. (8).As shown in Fig.3, the unbalance of the heat gained by the ambient
air and the heat lost by the cooling water are within £10%. The heat balance of the apparatus could
be claimed to be satisfactory.

3.2. Effects of Operational Parameters

Figs. 4 to 6 indicate the effects of air flow rate, spray water flow rate, cooling water flow rate,
inlet cooling water temperature and inlet AWBT (due to an atmospheric conditions) on the cooling
water range for CWCT with (560 mm) packing height that located under heat exchanger with
staggered tubes arrangement.

The effect of spray water flow rate on the cooling water rang for different values of the air
flow rate is illustrated in Fig.4. For each value of spray flow rate , as the air flow rate increases , the
cooling water range is increases. This can be explained by as the air flow rate increases, evaporated
water per unit of air increases too. On the other hand, cooling water range is increasing
exponentially while the spray water flow rate is increasing. The most important reason for
increasing cooling rang with spray water flow rate is increasing in the amount of water exposed to
air during the unit time and providing a largest contact surface for the heat and mass transfer
between water and air.

The relationship between the cooling water range and cooling water flow rate with different
spray water flow rates are illustrated in Fig.5. It can be noted that the cooling water range is
inversely proportional to the cooling water flow rate when both air and spray water flow rates are
constant. For constant heat load, at low flow rate of circulation cooling water inside the heat
exchanger tube, the opportunity to be the largest in completion of heat exchange with spray water
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and air through the tube surface within the tower test section for same air flow rate caused an
increasing in temperature difference of cooling water. If maximum cooling range is desired, the low
flow rate of cooling water should be used. For the same manner in Fig.4, cooling water range for
40 I/min spray water flow rate approximately 14% higher than that 30 I/min.

The variation of cooling water range with inlet cooling water temperature for different values
of spray water flow rate is illustrated in Fig.6. For each value of inlet cooling water temperature, as
the spray water flow rate increased, the cooling water range is increased. It is apparent. that cooling
water range increases .Which is due to the increasing in the air hold up as a result of a decreased
viscosity of spray water that was caused by increased an inlet spray water temperature at the first
stage of the tower. Therefore, at a higher inlet spray water temperature, the vapour pressure driving
force is increased by operating cooling tower at a given inlet air condition, this conforms well to
Shim, et al., 2008. What was observed from this figure is that the decrement of the cooling range at
high inlet cooling water temperature is increased because of the increased in rate of heat and mass
transfer.

Cooling range with respect to variable inlet AWBT for different inlet cooling water
temperature has been shown in Fig.7.For each inlet cooling water temperature, cooling range
decreases almost linearly with the increase of inlet AWBT and vice versa. This is because when the
inlet AWBT increases, the amount of heat exchange between air and water by convection and
evaporation decreases due to a decrease in temperature difference between the inlet air and cooling
water temperatures. Also, it can be known for the same reason that when inlet cooling water
increases for the same inlet AWBT, the cooling range increases.

3.3. Effect of Added Packing

The effect of added packing to CWCT on the cooling range is shown in Fig.8. Results clearly
demonstrated that the water cooling range increases with an increase in packing height. This can be
attributed to the decrease of spray water temperature due to the increasing in the mass transfer
generated by intense adding packing that substantially increases the air-water contact area and the
water resident time in the tower. It can be observed that the cooling range for added packing height
of (280 mm) and (560 mm) approximately (6%) and (28%) higher than that conventional CWCT
respectively. As can be seen from Fig.9, there is a significant variation in the cooling capacity of
cooling tower with added packing on CWCT. The result indicated that the cooling capacity for
added packing height of (280 mm) and (560 mm) approximately (6%) and (28%) higher than that
conventional CWCT respectively.

3.4. Effect of Packing Location

From Fig.10 it is observed that added packing to CWCT displays a higher cooling range
when located the heat exchanger at the top of the tower than the lower location. It is believed due to
the rate of evaporation will be at a maximum value at the top of the tower; therefore, a maximum
rate of mass transfer will be found at this stage. The rate of mass transfer is decreased gradually
from the top of tower to the bottom. If heat exchanger located at the top of the tower, spray water in
the form of small droplets easily evaporate at the surface of heat exchanger .Whereas, if the heat
exchanger located at the bottom of the tower, spray water outlet from packing will be big drops that
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may not cover all surface of heat exchanger. On the other hand, contact between warm spray water

and cold air gives better heat and mass transfer for packing when located at the bottom It may be
observed that the cooling range for CWCT with packing under heat exchanger and CWCT with
packing above heat exchanger approximately (28%) and (16%) higher than that CWCT without
packing respectively. Fig.11 shows the cooling capacity comparing for different positions of
packing. The result indicated that the cooling capacity for CWCT with packing under heat
exchanger and CWCT with packing above heat exchanger approximately (28%) and (16%) higher
than that CWCT without packing respectively.

3.5. Effect of Heat Exchanger Tubes Arrangement

To clarify the effect of heat exchanger tubes arrangements on tower performance, the
performance analysis has been illustrated for CWCT with packing of 560 mm height located under
heat exchanger for different types of tubes arrangement. Figs .12 to 15 represent the comparison
between cooling range, thermal efficiency and cooling capacity as a function of spray water flow
rate for different tubes arrangement: staggered and inline.

Fig.12 presents the variation of cooling range with spray water flow rate for different air
flow rate and different tubes arrangements. From this figure, in both arrangements, it can be
observed that the cooling range increases with an increase in both air and spray water flow rates.
However, the inline tubes arrangement had a higher cooling range than the staggered tubes
arrangement. This could be due to air velocity through the minimum flow area; this area depends on
the geometric of tube arrangement. Higher number of tubes per row in inline arrangement decreases
minimum flow area normal to the flow then increase in air velocity. On the other hand, in spite of
raised in the wakes of upstream tubes beyond the first row in inline arrangement, that causes a
decrease in heat and mass transfer, the inline arrangement performs much better in case of widely
space tube. The inline arrangement increasing cooling range more than (7.5%) compared to the
staggered arrangement.

Fig .13 illustrates the variation of thermal efficiency with spray water flow rate for different
air flow rates and different heat exchanger tubes arrangements. Results show that in both
arrangements, it is indicated that the thermal efficiency increases with an increase in both air and
spray water flow rates. However, the inline tubes arrangement had a higher thermal efficiency than
the staggered tubes arrangement. The inline arrangement enhanced thermal efficiency more than
(7%) compared to the staggered arrangement.

Variation of cooling capacity with spray water flow rate for different air flow rates and
different heat exchanger tubes arrangements has been shown in Fig .14. It is stated that in both
arrangements, it is indicated that the cooling capacity increases with an increase in both air and
spray water flow rates. However, the inline tubes arrangement had a higher cooling capacity than the
staggered tubes arrangement. The inline arrangement increases cooling capacity more than (5%)
compared to the staggered arrangement.

Another e comparison between heat exchanger tubes arrangements are shown in Fig.15. In
Fig.15a, the variation of cooling capacity with spray water flow rate for inline and staggered tubes
arrangement are presented. As mentioned in Fig.14, the cooling capacity for inline tubes
arrangement greater than the staggered tubes arrangement. On the other hand, the variation of
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cooling capacity per unit (heat exchanger) volume with spray water flow rate for inline and
staggered tubes arrangement are presented in Fig.15b.Two heat exchangers do not have the same
volumetric size, so it is expressed that cooling capacity which was divided by the volume of heat
exchanger in this figure. Cooling capacity per unit volume for using staggered tubes arrangement
has highest value than the inline tubes arrangement. This is because the staggered tubes arrangement
has more compact comparing to the inline arrangement for similar tube dimensions. Generally, it is
indicated that the inline arrangement gives higher cooling capacity in kW, whereas the staggered
perform better for cooling capacity in kW/m?.

Fig.16 shows a comparison of the impact of inlet cooling water temperature on the thermal
efficiency of CWCT with packing under heat exchanger between the present work and test results of
Al-Tayyar, 2011. Al-Tayyar studied the outline of a heat exchanger in a CWCT of 1 kW cooling
capacity and an inline tubes arrangement of 8 mm outside tube diameter arranged in 6 rows and 12
columns .The thermal efficiency was increased with the increasing inlet cooling water temperature.
The qualitative agreement in results between two studies is observed. The difference in the thermal
efficiency between two studies is due to the distinction between the two experimental apparatus.

3.6. Correlations of Heat and Mass Transfer Coefficients

According to the results of the experiments of this work, for different operational parameters,
correlations for heat and mass transfer coefficients were developed for cooling tower operates
without packing for both inline and staggered arrangements. These correlations are:
1-Inline tubes arrangement

a-Mass transfer coefficient

0.527

. 0.4925 , .

am = 0.00003(G ) (Gow) " (Teyy) 1839 (13)
b-Heat transfer coefficient

. 0.6406 , - 0.4
as = 0.1872(Ggy) ~ (Gow)  (Tpy) 15080 (14)
1-Staggared tubes arrangement
a-Mass transfer coefficient

. 0.5038 / . 0.7456

am = 0.000001(G ;) (Gow) (T, ) 24478 (15)
b-Heat transfer coefficient

. 0.3758 , . 0.2051
as = 0.1349(Gyy) (Gew) (T., ) 7740 (16)

The average roots square mean error between correlations and experimental data for mass and heat
transfer was (0.9702), (0.9722) for inline tubes arrangement and (0.9666), (0.9424) for staggered
tubes arrangement, respectively.
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4. CONCLUSION

The inline tubes arrangement has a better thermal performance (higher cooling rang, thermal
efficiency, cooling capacity heat and mass transfer coefficients and lower tower approach) than the
staggered tubes arrangement. On the other hand, the inline arrangement gives higher cooling
capacity in (KW), whereas the staggered perform better for cooling capacity per unit volume
(kW/m®. The CWCT with packing has a better performance than without packing. Furthermore, it is
noticed that the height of packing (560 mm) has a significant effect on tower performance in
comparison with (280 mm) packing height. I t is found that the cooling capacity for added packing
height of (280 mm) and (560 mm) approximately (6%) and (28%) higher than that CWCT
respectively. Comparing CWCT with packing for both locations under and above heat exchanger, it
has been observed that the best performance for the CWCT with packing under heat exchanger.
Also, the result indicated that the cooling capacity for CWCT with packing under heat exchanger
and CWCT with packing above heat exchanger approximately (28%) and (16%) higher than that
CWCT without packing respectively.
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NOMENCLATURE

A=total heat transfer area, m?

Cp=specific heat at constant pressure, ki/kg °C
D=tube diameter, m

CR=cooling range, °C

G=mass flux , kg/m?.s

i=specific enthalpy, ki/kg

k=thermal conductivity, W/m °C

m=mass flow rate, kg/s

g=cooling capacity, W

Q=volume flow rate, I/min

Pr=Prandtl number

R=tube radius, m

Re=Reynolds number

T=temperature ,°C

U,=overall heat transfer coefficient, W/m? °C
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GREEK SYMBOLS

am= mass transfer coefficient for water vapour, between spray water film and air, kg/m? s
as =heat transfer coefficient between tube external surface and spray water film, W/m?°C

Volume 22 January 2016

Journal of Engineering

o, =heat transfer coefficient for water inside the tubes, W/m? °C

n = thermal efficiency,(%)
SUBSCRIPTS

a=air

cw=cooling water

in=inlet

m=mean

out=outlet

sw=spray water

t=tube

Table 1. Physical dimension of heat exchangers.

Heat exchanger configuration - value Unit
Inline staggered
Length 680 690 mm
Height 190 166 mm
Width 381 381 mm
Tubes for coil 32 30 -
Vertical tube spacing 47.64 24 mm
Horizontal tube spacing 47.64 80 mm
Tube per row 8 5 -
Outside tube diameter 15.88 15.88 mm
Tube thickness 0.81 0.81 mm
Total eat transfer area 1085573.57 1032691.77 mm°
Minimum free flow area 175310 209148 mm’
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Cooling column

Water filter

Drift eliminators

U-tube manometer
Heat exchanger
Orifice plate g

1l

Spray nozzles

Electrical water heaters

Figure 1a. Photographic picture for experimental apparatus (lateral view).
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Figure 2. Arrangement of tubes ;( a) inline arrangement, (b) staggered arrangement.
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Figure 3. Energy balance of the experimental apparatus.
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Figure 12. Variation of cooling range with spray water flow rate for different
air flow rates: (a) Inline arrangement, (b) Staggered arrangement .
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Figure 13. Variation of thermal efficiency with spray water flow rate for different
air flow rates: (a) Inline arrangement, (b) Staggered arrangement.
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Figure 15. Variation of cooling capacity with spray water flow rate for different tubes
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ABSTRACT

This paper presents the Taguchi approach for optimization of hardness for shape memory alloy

(Cu-Al-Ni) . The influence of powder metallurgy parameters on hardness has been investigated.
Taguchi technique and ANOVA were used for analysis. Nine experimental runs based on
Taguchi’s L9 orthogonal array were performed (OA),for two parameters was study (Pressure and
sintering temperature) for three different levels (300 ,500 and 700) MPa ,(700 ,800 and 900)°C
respectively . Main effect, signal-to-noise (S/N) ratio was study, and analysis of variance
(ANOVA) using to investigate the micro-hardness characteristics of the shape memory alloy
.after application the result of study shown the height hardness at the level 2 of pressure and
level 1 of temperature (A;B;) by taguchi technique at magnitude value 500MPa and 700 °C. The
best effective factor at ANOVA has pressure 36.39%. the interaction given the best pressure 500
MPa and Temperature 800 °C.

Keywords :shape memory alloy , Cu-Al-Ni , taguchi method , optimization, powder metallurgy
, hardness.
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1. INTRODUCTION

During the past years, smart materials and structures have received increasing attention because
of their great scientific and technological significance ,Wezz, et al.,1998.Shape memory alloys
are the most important branch from the smart and /or intelligence materials,Noecker,2004 .Smart
materials and their technologies are still in the beginning stages of the implementation phase
even though they have undergone extensive research, especially during the last two decades
,Dunn, et al., 1999. Shape memory materials (SMMs) are smart materials that “remember" their
original shapes , Huang, et al .,2010.Some shape memory alloys (SMAs) when exposed to
plastic deformation, it returns to their original shape when heated. These unusualeffects are
called a thermal shape memory alloys and super elasticity (elastic shape memory). Both effects
depend on the occurrence of aspecific type of phase change known as thermoelastic martensitic
transformation ,Otsuka ..et al., 2002.The shape memory alloys have two stable phases: the
high—temperature phase, called austenite and the low—temperature phase, called martensite as
shown in Fig .1, Kneisslet al.,2000.The austenite phase is characterized by a cubic crystal
structure ,while the martensite phase has a monoclinic (orthorhombic ) crystal structure, shape
memory applications as hydraulic couplings, force actuators as fire safety valves, proportional
control as fluid flow control valve

2. THE TAGUCHI METHOD

In this work, analysis based on the Taguchi method is performed by utilizing the Minitab
software to estimate the significant factors of the P/M process parameters on shape memory
alloy . Taguchi’s orthogonal array is highly functional design, used to estimate main effects
using few experimental tests only . These designs can investigate main effects when factors have
more than two levels. In Taguchi method, the analysis of variation is performed using Signal — to
— Noise ratio (S/N). There are three S/N ratio approaches of common interest for optimization
\Wen, ,2008.

1. Smaller — the better (for making the system response as small as possible).

2. Larger — the better (for making the system response as large as possible).

3. Nominal — the best (for reducing variability around the target).

In this work, the objective is to maximize the P/M parameter. Therefore, the S/N ratio for each
experiment of L9 calculated using larger- the better approach. The objective of using S/N ratio as
a performance measurement is to develop a product and process insensitive to noise factor. In
Taguchi method, the term “signal” represents the desirable value (mean) for the output
characteristic, and the where n is the number of experiments in the orthogonal array andy; the i"
value measured.term “noise” represents the undesirable value (square deviation) for the output
characteristic . Therefore, the S/N ratio is the ratio of the mean to square deviation.

S/N ratio of the overcut can be calculated by Taguchi, et al.,2000.

1 1
S/ N=-10log [~ Y y_z] 1)

L
Where: Yi: is the ith observed value of the response.
(n: number of observations).
S/N ratio is used to measure the quality characteristic deviating from the desired value.
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3. EXPERIMENTAL PROCEDURE

The test samples are produced using powder metallurgy of Cu , Al , Ni powders , which consist
of mixing , compacting and sintering processes . Copper powder with 99.9% purity (-325 mesh),
nickel powder with 99.9% purity(-325 mesh) and aluminum powder with 99.9%purity (-
325mesh)respectively were imported from Sky Spring Nanomaterials, Inc. USA used to prepare
samples of the master alloy with a composition of (83% Cu weight 13%AL weight and 4% Ni
weight as shown in Table 1. These powders were weighed accordingly and placed into
cylindrical containers which were then mixed in a horizontal barrel mixer as shown in Fig.2 .
These elements were put into a glass cylindrical container which is 50% filled and 1% (acetone )
was added in order to get better properties as lower friction at compaction and increase the
segregation and prevent the separation of the components ( since there is a difference in the
densities ) . Alumina balls for assisting the segregation has not been used in order to prevent the
milling process and contamination of powder , the speed of rotating drum was set to 80 rpm and
the time of mixing was 6 hour . Samples from powder were prepared in the same die with a cross
section of 14 mm in diameter and approximately 5 mm length in average. The samples were
pressed at ( 300MPa , 500MPa and 700MPa) in a 100 ton Hydraulic computerized press
Machine as shown in Table.2. Fig.3 shows samples from each composition after sintering in an
electrical tube furnace supplied with a quartz tube and vacuum equipment as shown in Fig.4 in
order to get a fine samples without cracks or defect ,Two stage sintering has been implemented
since there is difference in melting point of the alloy components and to prevent the appearance
of liquid phase sintering. The first stage is to sinter the sample at 500°C for 1 hour and followed
by the second stage which is raising the temperature to (700 °C) with soaking time of 5 hour then
leaving the sintered sample to cool in furnace. A heating rate of 20°C/min was maintained for the
first stage and 20°C/min for the second stage. The vacuum pressure was always allowed to reach
3x107® bar before sintering and during the whole sintering process and cooling. The dual stage
vacuum pump is allowed to run for the entire sintering time to suck the harmful gases which will
be produced during the diffusing of particles which might effect the sintering efficiency .After
sintering , all sample have been quenched to get B phase( shown the I phase by X-Ray
diffraction ) which is AICu3 (martensite ) by heating the sintered sample to 800 °C and holding
it at this temperature for 1 hour then rapidly quenched into iced water . After the quenching
process, an ageing heat treatment is implemented to stabilize the 8 phase by heating the sample
to 100°C and holding at this temperature for 2 hour.The quenching and ageing process was also
implemented in vacuum atmosphere to prevent the oxidation .Vickers micro hardness testing has
been carried out on allsamples,the device shown in Fig.5 . More than three values of hardness for
each sample have been taken to get the mean value represents hardness.

4. RESULTS AND DISCUSSION

The results, in terms of average micro-hardness were obtained after conducting the hardness test
for all nine sample . Each test sample , indeed represented one experiment in the orthogonal
array Table 3. The experimental results for hardness test in Table 4. In the latter, the results
were analyzed using main effects, ANOVA, and the signal-to noise ratio (S/N) analyses. Fig. 6
(a ,b ,¢) shows four x-ray charts for samples with different sintering temperature( 700
,800,900)°C samples respectively the result peaks was compared with the standard cards with the
possible known phases which will be appear. All samples have shown the martensite phase after
quenching which indicate no effect of pressure and sintering temperature to the martensite
phase (AICu3).

161



Number 1 Volume 22 January 2016 Journal of Engineering

4.1 Main Effects

The average value of micro-hardness for each factor pressure and sintering temperature (A and
B) at each level (level 1, level 2 and level 3) was obtained and the result is summarized in Table
6. It can be seen from Fig.(7,8) that the combination of parameters and their levels A;B; yield
the optimum quality characteristic. the other capability for ANOVA analysis its present to the
effect of one parameter for any level (interaction). Fig.9 shows that for the case under study the
best parameter are (500 MPa and 800 °C). Fig. 10 shows the Vickers micro hardness with
different pressure and sintering temperature.

4.2 Signal-to-Noise Ratio (S/N Ratio)

The program (MINTAB 16.1) calculates the S/N ratio for each level of each variable by using
Eq.(1). The results are shown in Table 5. According to Figs.7 and 8, second level of pressure
(A), first level of sintering Temperature (B) are optimal levels in this test. They have highest
S/N ratios.

4.3 Analysis of Variance (ANOVA)

The parameters which significantly affected the hardness were investigated using the analysis of
variance (ANOVA). The contribution percentage of different parameters on Cu-Al-Ni as
obtained by ANOVA are presented in Table 7 and it can be seen from this Table that the
pressure (A), and sintering temperature (B) affect hardness by 36.39% and 4.19% in the shape
memory alloy respectively.

5. CONCLUTION

On the basis of the results obtained from the present case study the following points can be

concluded:
% The combination of parameters and their levels for optimum micro-hardness and also for
shape memory alloy Cu-Al-Ni is A;B1( pressure 500 MPa and temperature 700°C) .

¢+ The contribution of pressure and temperature to hardness of shape memory alloy are
36.39% and 4.19% respectively.

% The value obtain from correlation between process parameters and hardness by using an
optimum parameter combination (A,B;) was consistent with maximum hardness obtained
by using the analysis of S/N ratios.

% The X-ray diffraction shown the AICu3 (martensite ) which indicate no effect of
pressure and sintering temperature to the martensite phase

% from the ANOVA table ,pressure is the most significant parameter for minimum micro
hardness

+¢* This research gives how to use Taguchi's parameter design to obtain an optimum
condition with lowest cost , therefore minimum number of experiments is required for
industrial applications.
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Figure 6. (a,b,c) X-ray diffractions.
Table 1. Notation for sample with alloying element.
Powder element Copper Aluminum Nickel
Weight percentage 83% 13% 4%

Table 2 . Shape memory alloys parameters and their levels.

Factors Factors Code Levels
1 2 3
Pressure(MPa) A 300 500 700
Temperature(°C) B 700 800 900
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Table 3.Experimental plan using L9 orthogonal array.

Parameter / Level
Experiment Code No.for pressure Code No.for temperature
number (A) (B)

1 1 1
2 1

3 1 3
4 2 1
5 2 2
6 2 3
7 3 1
8 3 2
9 3 3

Where : A=Pressure(MPa),B=Temperature(°C)

Table 4. Experimental results for micro-hardness test.

Average microhardness
Exp. No (A) (B) (HV)
1 300 700 137.66
2 300 800 114
3 300 900 116
4 500 700 135
5 500 800 166
6 500 900 133.66
7 700 700 148
8 700 800 123
9 700 900 148.33
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Table 5. S/N ratio response for micro hardness test.

Experiment Average Micro hardness (HV) S/N ratio
no.
1 137.66 42.77
2 114 41.13
3 116 41.28
4 135 42.60
5 166 44 .40
6 133.66 42.52
7 148 43.40
8 123 41.79
9 148.33 43.42
Table 6. Levels average for main effects.
Average S/N Ratio
Factors Level 1 Level 2 Level 3 Delta Rank
A 41.73 43.18 42.88 145 |1
B 42.93 42.44 42.41 052 |2

Where : A=pressure(MPa),B=temperature(°C).

For Factor (A) for S/N ratio

(S/N) ratioA; = ((42.77+41.13+41.28)/3)
(S/N) ratioA; = (125.18/3) = 41.73
(S/N) ratioA,= ((42.60+44.40+42.52)/3)
(S/N) ratioA; = (129.52/3) = 43.18
(S/N) ratioAs= ((43.40+41.79+43.42)/3)
(S/N) ratioA; = (128.61/3) = 42.88

The same procedure for factor B
Delta =Max-Min

Delta=43.18-41.73=1.45 for factor A
Delta =42.93-42.41=0.52 for factor B
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Table 7.Analysis of variance (ANOVA) table for the S/N ratio of hardness.
Where : A=pressure(MPa),B=temperature(°C)

Source Degree of | Sum of Mean Model Percentage
freedom | Squares Square F-Value Contribution,
(DOF) (SS) (MS) (%)
A 2 8215 | 4108 1.22 36.39%
B 2 945 473 0.14 4.19%
Error 4 1341.6 335.4 59 4204
Total 8 22576

Total Degree of Freedom (DOF+)= n-1
Where:n = Number of experiments.
Degree of Freedom of Factor A (DOF4) = NO. of levels — 1
Degree of Freedom of Factor B (DOFg) = NO. of levels — 1
Degrees of freedom of error(DOF.)=DOF—DOF,—DOFg
Where: DOFa=Degree of Freedom of factor pressure , DOFg=Degree of Freedom of
factor temperature

n
?= ZYi/n
i=1

Where: Y = the average value of Yi.

SSt= Y4 (Y; - ¥)°

Where: SSt = Total sum of squares, Y; = Sum of all results, n = Experiment number ,
Y= the average value of Yi

SS any Factor = N1(x1-X)? + N2(x2-X)? + N3(x3-X)?

Where: X = (x1+ x2 + x3) / 3 and x1,x2,x3 are mean of parameter as per level,
N1,N2,N3= number of experiments at level A1,A2andAS3.

SSe =SSt _SS(For all Factors)

Where:SSe = Sum of square of error.

MSA:SSA/DOFA

Where: MSa = Mean squares (variance) for one of factor A,DOF,= Degree of
freedom of any factor.

MS, = SS./DOF.

Where:MS, = Mean squares of error,SSe = Sum of square of error terms

MST = SST/DOFT

Where: MS; = Total mean squares.

F= MSA/MSe

Where:F = Variance or fisher ratio

P Percentage of contribution = SS/SSt
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Improve the Performance of PID Controller by Two Algorithms for
Controlling the DC Servo Motor

Asst. Lect. Noor Safaa Abdul-Jaleel
Department of Electrical Engineering
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Al-Mustansyria University
E-mail: mail_ns1@yahoo.com

ABSTRACT

The paper uses the Direct Synthesis (DS) method for tuning the Proportional
Integral Derivative (PID) controller for controlling the DC servo motor. Two
algorithms are presented for enhancing the performance of the suggested PID
controller. These algorithms are Back-Propagation Neural Network and Particle
Swarm Optimization (PSO). The performance and characteristics of DC servo motor
are explained. The simulation results that obtained by using Matlab program show
that the steady state error is eliminated with shorter adjusted time when using these
algorithms with PID controller. A comparative between the two algorithms are
described in this paper to show their effectiveness, which is found that the PSO
algorithm gives better results to improve the PID controller for controlling the DC
servo  motor compared to the neural  network  algorithm.

Keywords: - DC servo motor, direct synthesis, PID controller, neural network,
particle swarm optimization (PSO).
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1. INTRODUCTION

Direct current (DC) servo motor is essential in modern industries. Servo motors
are not a specific group of motor, but the term servo motor is often used to refer to a
motor suitable for use in a closed loop control system. Servo motors are used in
different applications in industrial tools, control systems of computers, robotics, ect.,
Dipraj, and Dr. A. K., 2012. A lot of control methods are used with the servo motors,
Akar, et ai., 2012, like Proportional Integral Derivative (PID) which is usually used in
various systems because of their simple structure with high performance, Akar, and
Cankaya, 2007. So, to implement a PID controller, proportional gain (kg), Integral
gain (kj) and Derivative gain (kp) must be solved. Many approaches have been
suggested to solve these parameters; Kumar, and Babu, 2014, presents the PID
tuning by Ziegler-Nichols (ZN) method to control the position of servo motor which
is lead to satisfy the closed-loop response. Bindu, and Namboothiripad, 2013,
presents fast tuning method based on genetic algorithm to derive the parameters of
PID controller for the desired system. Venugopal, et al., 2013, Applied the soft
computing technique of the fuzzy logic for tuning the PID controller to get the best
dynamic and static performance at the output. Shalal, et al., 2013, presents an optimal
design of PID controllers based on the minimization of an integral standard; in this
paper DS method is used to solve the parameter of the PID controller. Also, the study
present the formal procedure to improve the PID controller for a DC servo motor,
where the optimal parameter of the PID controller is determine by using DS method.
PSO and neural network algorithms have been used to improve the PID controller to
get the high quality response compared with the original system.

This paper organized as follows. Section (2) explains the mathematical model of
DC servo motor. Section (3) describes the method of PID controller tuning by DS
method. Section (4) describes the Neural Network and PSO algorithms respectively.
Experimental results in section (5). Finally, conclusion is summarized in section (6).

2. MATHEMATICAL MODEL OF DC SERVO MOTOR

The Direct Current (DC) servo motor that has been used in this paper is shown
in Fig. 1 and Fig. 2 represent the block diagram of DC servo motor, where this motor
is a 25 V with no load speed of 4050 rpm.

The differential equations of the armature DC servo motor connection can be
derived as the equations below, Dipraj, and Dr. A. K., 2012

dig

Vo =Ry Ig + Lo 22

+V, 1)
Where the equation of torque is:

T =] 22 + Bwp(t) 0

Vo = Kp. 0y (£) 3)

Where Ky is constant. To create the block diagram of the system, the initial
conditions and Laplace transform is implemented as the equations below:
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Va(s) = Rqig (s) +sLg ig(s)V,(s) 4)
Tm(s) = sjom (S) + Bwp, (S) (5)
V, = K,w,, (s) (6)

3. PID TUNING BY DIRECT SYNTHESIS METHOD

Direct Synthesis (DS) method is based on the required form for the system's
response, and then finding controller parameters to get that response.

If we consider (%) is the desired output response, Gc is the PID controller and
Gp is a model of the process. The closed loop transfer function is:

y_ G(8)Gp(s)
T 1+ G (s)Gy(s) ?

Rearranging and solving G (s) to get the equation for the feedback controller:

®)

G.(s) = 8
r
v\ _ 1 . : .
Let (r) = D) Where .. is the time constant. Replacing the (y/r) by (estD)

The Eg. (9) becomes:

1
G.(s) = 6®| 7 ETch 9)
(tes+1)
G.(s) = D) Tcis (10)
Let G, (s) = (Tls+1l)(grzs+1)
G. (5) = (rls+11){2125+1) é
- (TIK:_TCTZ) (11 -|—1 T2)S (T:f;) i o
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This is PID controller with:

(14 1)
PSR o
7= (114 72) (13)
Ul
= (11 + 72) (14)

Fig. 3 show the block diagram of DC servo motor with PID controller

4. THE ALGORITHMS FOR IMPROVING THE PID CONTROLLER

Two algorithms are presented to improve the solution quality of the PID
controller with finer tuning, Neural Network (NN) algorithm and Particle Swarm
Optimization (PSO) algorithm. The two algorithms can be described as follows:

4.1 Neural Network Algorithm

The artificial neural network is a system of processing information and it has
some features like biological neural network, Kumar, and Singh, 2013. For a new
control suggestion and the techniques in the control field, the artificial neural network
as a new type of getting the information, characterization and processing which are
the reason of process control interest. Intelligent control systems can design a method
that can rating any signal for obtaining required response without assuming signal
conduct, Al-Ghasem, and Ussaleh, 2012. Also, neural network has ability to
approximate the nonlinear function relation with more suitable learning techniques;
therefore it can be applied on new complex process modeling, Louren, and Jinling,
2011. Back propagation (BP) neural network considered as one of the forward
feedback networks, and it's the most popular networks used. The neural network can
classify by three sections:

1- The input layer: the input units which take the information to be generalized
through the network, where the information from the input will be pass
during the network and an output product.

2- The hidden units take the input from the input layer, where the hidden unit
jointly from the hidden layer, every unit in the input layer is connected to
every unit of the hidden layer.

3-The output layer: the output units which command the group assigned
through the network. The output units form the output layer. Every unit in
the hidden layer is connected to every unit in the output layer. The weighted
sum of the output from the hidden units shapes the input to every output
unit, Al-Ghasem, and Ussaleh, 2012.

175



Number 1 Volume 22 January 2016 Journal of Engineering

In this paper BP neural network is used to adjust the parameters of PID
controller. Fig. 4 explains the structure of BP neural network. From Fig. 4, BP neural
network consist of three layers: one input layer, one hidden layer and one output layer
with three input and three output variables. The input variables of the structure
represented by: r(k) which is the reference response, y(Kk) is the output of the system,
and the error between them represented by e(k). The input of the hidden neurons of

the hidden layer can be written as:
net? = Y*_ w2 * I (15)
] T 4an=0"jn n
net? = YX_owh I} (16)

Where, net and net” are the input of the hidden layer, when wj,> and wis> are
the weights of the hidden layer, I} and I is the output of the n™ and s™ input of
the input layer, n and s represent the number of input layers. The output layer can be

written as:
Ol(k) = Kp
0,(k) = K; (17)
o3(k) = Ky

4. 1. 2 Pid controller based on back propagation-neural network

Substitute the conventional PID controller by using BP-neural network PID
controller to reduce the error between the output of the system and prospective values.
Fig. 5 shows that the controller has two parts: the ordinary PID controller and BP
neural network, this structure called neural network-PID controller. PID controller
controls the DC servo motor directly, so the parameters of PID controller: K, K; and
Kgq are adjustable online; to obtain a good performance, the BP-neural network adjust
the parameters of PID controller based on the operational situation of the system, that
will make the adjustable parameters of the PID controller and the output of neurons

are identical.

4.2 PSO Algorithm

The other algorithm is Particle Swarm Optimaization (PSO). PSO algorithm was
improved by Kenndy and Eberhart, which is taken from a social behavior of bird and
fish teaching, and has been established to be a robust in solving nonlinear
optimaization problems, Rastogi, and Tiwari, 2013. The advantage of PSO include
the ease of implementation. It can be used to determine a various problems. PSO
technique manage search using a population of a particles. Each one of this particle
represents a elect solution to the problem, Patel, and Parikh, 2014. In this system,
these particles change their positions by flying toward a potential place in a several
dimensions search space and shares public information between particles.

The number of the particles (n) is 30, and the number of the iterations (i) is 10
Let the ng particle be represented by X, = (Xn1, Xn2, Xn3, ....Xnj), Where j is
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dimentional space = 3. The best previous position of the nth particle is pbest, =
(pbesty;, pbestn,, ....pbesty;), and gbest, is the global best position of tha swarm of
these particles and the velocity of the particle n is v, = (Vn1, Vn2, Vns, ....vj). The
velocity and position of each particle are updated as the following equations:

Vij(i+1) = w*vy(i) + c1* rand*(pbestn—Xnj(i))+c2*rand*(gbest,—Xnj(i)) (18)
Xej(i+1) = Xey(i) + Vii(k+1) (19)

Where cl and c2 are accelleration constants and w is weighting function. The fitness
equation of the PSO algorithm is:

fitness = 0 x ones(n, bird step) (20)

Where maximumm numbers of bird steps = 50. The procedure of PSO algorithm is as
follows:
1- Create initial value of particles with random positions and velocities within
dimensions search space.

2- Determine the value of the fitness function of each particle.

3- The fitness function of each particle was compared with local-best, if the
solution is better than its local-best then the change its local-best by solution.

4- Compare the fitness of these particles with global-best, if the fitness of these
particle is better than global-best then change its global-best by this solution.

5- Find the new position and velocity for all the swarm elements.

6- lterate steps until a stopping criterion is done.

Fig. 6 describe the flow chart of the pso algorithm.

4. 2. 1 Pid controller based on PSO algorithm

The PSO algorithm was applied to obtain the parameters of PID controller (K,
Ki and Kg) to acquire a good performance of the output response for the controller
system. In this algorithm the search space of this particles has three dimentional
space. Fig. 7 shows the block diagram of the PSO-PID controller of the system, where
the controller consist of two phases: the conventional PID controller and PSO. The
parameters of PID controller are adjustable online to get the optimal values that

achieved a better performance.

6. SIMULATIONS AND RESULTS

This section shows the output response of DC servo motor transfer function
without and with (PID) controller in Fig. 8, and Fig. 9 respectively. The PID
controller is improved by two algorithms: Neural Network and PSO. To show the
effectiveness of these algorithms, a comparison of them is made with basic control
system. Fig. 10, and Fig. 11, and Fig. 12 shows the comparison of control system
with and without Neural Network method, the comparison of control system with
and without PSO method and the comparison of control system without and with

these methods respectively.
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The results shows the output response with (PSO) and (NN) methods improve

the quality solution of PID controller with zero overshoot but the method of PSO
gives the better results and good performance compared with the neural network.
6. CONCLUSION

Two algorithms are presented for improving the PID controller. The response of
the system with the controller is oscillatory with little overshoot, so to avoid this case
back propagation neural network algorithm and PSO algorithm are designed to give
the high quality for the required response. The two algorithms gives the fast and
smooth output response compared with the present controller with zero overshoot, but
PSO algorithm give the better performance compared to the neural network algorithm.
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NOMENCLATURE

B = viscous friction coefficient, mH.
I, = armature current, Ampere.

J = moment of inertia, Kg.m?.

Ko = constant gain.

Ky, = electromotive forces constant, \V//rad/s.
Kp = derivative gain.

K, = integral gain.

Kp = proportional gain.

K = tourque constant, N.m/rad/s.

L, = armature inductance, mH.

Ra = armature resistance, ohm.

Tm = torque.

Va = input voltage.

V} = back voltage.

®m = motor angular velocity.

71 = time constant.

7, = time constant.

7p = derivative time constant.

7) = integral time constant.

Table 1. The parameters of DC servo motor, Dipraj, and Pandey, 2012.

Parameter Value Units
L, 29.79 mH
Ra 1 Q
J 0.01 Kg.m?
0.004 N.m/rad/s
Kt 0.052 N.m/rad/s
Kp 0.1 V/rad/s
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Figure 1. DC servo motor model.
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Figure 2. The block diagram of DC servo motor.
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Figure 3. The block diagram of DC servo motor with PID controller.
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Figure 4. Structure of BP neural network
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Figure 6. Flow chart of PSO algorithm tuning for DC servo motor.
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Figure 9. The DC servo motor transfer function with PID controller.
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ABSTRACT

This study included the extraction properties of spatial and morphological basins studied using
the Soil and Water Assessment Tool (SWAT) model linked to (GIS) to find the amount of
sediment and rates of flow that flows into the Haditha reservoir . The aim of this study is
determine the amount of sediment coming from the valleys and flowing into the Haditha Dam
reservoir for 25 years ago for the period (1985-2010) and its impact on design lifetime of the
Haditha Dam reservoir and to determine the best ways to reduce the sediment transport. The
result indicated that total amount of sediment coming from all valleys about (2.56 * 10° ton). The
maximum annual total sediment load was about (488.22 * 10° ton) in year 1988 due to the
surface runoff about 167.79 * 10° m?, while the minimum annual total sediment load was about
(8.62 * 10° ton) in year 2007. This due to the total runoff volume that was 5.67x10° m®. Model
calibration and verification were carry out using flow rate and sediment yield data observed at
the study area and the results were satisfactory.

Key words: SWAT model, sediment load, runoff, Haditha Dam Reservoir
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1. INTRODUCTION

Many reservoirs can no longer perform their design functions because much of their original
active storage volume has been fill by sediment. For hydropower projects and water supply
schemes, any loss of storage increases the risk of failure to meet the design objectives in extreme
dry periods Ijam and Al-Mahamid, 2012.

Several factors are effects on reservoir sedimentation, such as sediment transportation rate, mode
of sediment deposition, sediment production, sediment type, reservoir operation, reservoir
geometry, and stream flow variability. Sediment is transport as suspended and bed- loads by
streams and rivers coming into the reservoir. Due to flow deceleration when rivers approach a
reservoir, the sediment transport capacity decreases, and some of the incoming sediment was
trapped and deposit in the reservoir. In addition, the deposited sediment may consolidate by their
weight and the weight of overlying water through time. Predicting the sediment coming into a
reservoir, its deposition and its accumulation throughout the years after construction of dam have
been consider as important problems in hydraulic engineering.

There are several model types that can be used in prediction of sediment load ,Arnold, and
Fohrer, 2005; Gassman, et al., 2007; Lin, et al., 2010; Neitsch, et al., 2005.; Sadeghi, et al.,
2007.; Winchell, et al., 2010.; Wischmeir, and Smith, 1978.; Zhu, et al., 2013.

SWAT is a river basin scale model developed to quantify the impact of land management
practices on water and sediment yields in large complex watersheds with varying soils, land use
and management conditions over long periods. The main components of SWAT include weather,
surface runoff, return flow, percolation, evapotranspiration, transmission losses, pond &
reservoir storage, crop growth & irrigation, groundwater flow, reach routing, and water transfer.
Several studies were used SWAT model on sediment measurements that have been conducted to
estimate the deposit of sedimentation in reservoirs. Hao et al.,2003, simulate the runoff and
sediment yield in the upper basin of the Luohe River, a tributary of the Yellow River by using a
GIS-based distributed Soil and Water Assessment Tool (SWAT) model, the simulated results
demonstrate that the GIS-based SWAT model could be successfully used to simulate long-term
runoff and sediment yield in large river basins . Licciardello, et al., 2005, have reported the
results of a SWAT model for an experimental semi-arid watershed in Sicily, Italy. The watershed
was discretized into 31 subbasins and 63 hydrologic response units to simulate different soil
types and landuses. Oeurng, et al., 2011, used SWAT to simulate discharge and sediment
transport at daily time steps within the intensively farmed. Al-Madhhachi, A. T., 2014 was used
Universal Soil Loss Equation (USLE) erosion model in order to quantify soil erosion risk in
Little Washita River Watershed, Oklahoma. The objectives of his study were to quantify the
average annual soil loss in Little Washita River Watershed using Geographic Information
System (GIS) technique integrated with USLE model and compare the erosion risk in 2006 with
those in 1992 for Little Washita River Watershed. Average annual soil losses were performed by
USLE model show that the highest soil erosion risk values were 35.4 and 17.7 tons/ha/yr with
mean value equal to 0.03 and 0.017 tons/ha/yr for 2006 and 1992, respectively.

The main objectives of this study are to estimate the runoff volume and the sediment load
entering Haditha Dam reservoir from the main valleys using Soil and Water Assessment Tool
(SWAT) model with GIS technique.

2. DESCRIPTION OF THE STUDY AREA

The study area Fig. 1 was located in the desert of Anbar province between the longitudes
(42°28'12") - (41°25'48™) in the east, and the Latitudes (34°24'54") - (34°11'6") to the north. This
desert contains many valleys, such as Al Akhdher, Al Fuhaimy, Al Qasir, Al Rihana, Al Skarh
and Gedah, discharging to the Hadithah Dam reservoir. Some of them have broad and deep
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underway capacity that flows with the main stream that trends from south- west towards the
north-east, producing a network of valleys with various configurations .The climate of study area
is a dry weather when streams occurs in valleys at the winter season after heavy rainfall. The
climate is hot and dry in summer with high diurnal changes in temperature and classified as a
hyper arid.

3. THEORETICAL BACKGROUND OF SWAT MODEL

3.1 Estimation of Runoff

Precipitation-runoff relation affected by various storm and basin characteristics; therefore,
accurate computation of runoff amount is difficult. Based on field experience and observations,
the most commonly adopted methods to estimate runoff components, which are the runoff
volume and the peak runoff rate, are the Curve Number (CN) method of the Soil Conservation
Services of the USA (USSCS) for estimation of runoff volume, and the Rational method for the
peak flow rate, along with several empirical relationships for estimation of flow rates (Das,
2000).

3.1.1 Curve number method

The US Soil Conservation Service (USSCS, 1972) developed the curve number method to
transform daily rainfall to surface runoff using the following equation.

(P4—0.2 5)?
0.85+ Py

Q = 1)
Where

Q : runoff (mm),

Pg: is the daily rainfall (mm), and

S : the potential maximum retention of rainfall at any time.

It can be predicted using the curve number (CN) by the following equation:

25400
254+S

Q= )
The CN depends upon basin characteristics, type of the cover, soil group and antecedent
moisture conditions at the time of rainfall occurrence. It varies from zero for most permeable
surface to 100 for impervious surface.

3.1.2 Rational method

The rational method is the most common procedure to predict the peak runoff rate, which
considered as an indicator of the erosive power of storms and used to predict sediment loss
(Chow et al, 1988).

1
Qp - g C I A
3)

Where,

Qp : the peak runoff rate (m*/sec),

A : the watershed area (km?),

| : rainfall intensity (mm/hr) for storm duration > the time of concentration (Tc),
C : the runoff coefficient, it ranges from 0 to 1.
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The time of concentration is the time required for the effective rain falling on the furthest point
of the basin to reach the outlet. There are several empirical relations to determine (Tc) in hour is:

0.75
L [—LS""”]+ 0.62L[ Mh ]

©7 18 | /5 N
4)
Where,

Ls : basin slope length (m),

Nov : Manning's roughness coefficient for overland flow,
Neh - Manning's roughness coefficient for channel flow,
Ss : the average slope in the basin (m/m),

A : basin area (km?) and

Sch: channel slope (m/m).

3.2 Soil Erosion Model

Many socio-economic and ecological factors caused and influenced in Soil erosion and
sedimentation. The effects of some major factors on both soil erosion and sediment yield on
catchment scale are Climate and rainfall, Soil type, Land use/cover, Catchment extent, and
Geologic formation. There is a variety of predictive equations and models have been developed
by several investigators in order to understand erosion occurrence and predict soil loss, the
USLE has formulated the essence of many soil loss and sedimentation prediction models. It has
achieved high degree of popularity and applicability for different regions of the whole world.
Williams, 1995 have introduced the updated formula for the (USLE) as:

E=1292.El.K.LS.C.P .Fyp, )

Where,

E : the soil erosion on a given day (ton/ha),

El : the rainfall erosion index (m.ton.cm/ (m? hr)),

K : the USLE soil erodibility factor (ton.m? hr/ (m*- ton.cm)),
LS : the USLE topographic factor,

C :the USLE cover and management factor,

P :the USLE support practice factor and

Feirg: the coarse fragment factor.

4. MODEL SETUP AND INPUT DATA

4.1. Watershed Delineation

Watershed delineation is the first step in establishing a watershed simulation; it involves
partitioning the watershed into smaller units (subbasins) and defining the spatial relationship of
objects within these units, depending on the degree of complexity in topography and stream
network. The watershed delineator is subdivide into four parts as follows:

A. Digital Elevation Model (DEM)

To delineate the watershed and subbasins and to determine drainage networks SWAT uses the
digital representation of the topographic surface. The digital Elevation Model (DEM) of the
study area watershed, Fig. 2 take from the U.S. space agency (NASSA) with accurately 30 m

187



Number 1 Volume 22 January 2016 Journal of Engineering

resolution, where the data resides in the NASSA office site files format (HGT) where it has been
converted to a formula (DEMS) through the program (Global Mapper).

B. Stream definition

SWAT starts to formulate the flow accumulation grid, based on the DEM, by counting the
number of cells contributing to each cell in the grid. The stream branches were controlled by
specifying a threshold on contributing a number of grid cells making up each branch (Di Luzio et
al, 2002). The major streams are define and the downstream edge of each one is marked as its
outlet; Fig. 3 displays the stream definition for study area.

C. Main watershed outlet selection and definition

This is the last step in the delineation by which study area location is selected as the main outlet
of the study area, hence, the upstream area which is the catchment is clipped and discretized into
subbasins in a manner that a mainstream is associated with each subbasin; this forms the first
level of subdivision. Study area catchment has been delineated into 188 subbasins as shown in
Fig. 4. Table 1 summarizes the calculated parameters for the study area streams and basins;
respectively. The total area of all basins was (1725.181 km?).

4.2 Land Use Map

Land use/cover data is assigned to SWAT in the form of separate GIS-layer (either vector or
raster) reclassified using crops and landuse types that are defined within the model databases.
The map has been loaded to the model interface, and clipped to the delineated 188 subbasins to
produce Fig. 5 shows study area basins with their respective land use cover, and the percentage
of each category with respect to the catchment area.

4.3 Soil Map and Data

The upper layer soil characteristics in study area (about 25 cm depth) are estimate as follows:

1- During the field study of nine soil samples have been collected, at a depth 25 cm representing
the study areas. Fig. 6 shows the location of soil samples.

2- Soil texture: classified according to the USDA classification system.

4.4 Weather Data Definition

SWAT requires daily or sub-daily meteorological data. The meteorological data used was daily
precipitation, daily maximum and minimum air temperature, daily solar radiation, wind speed,
and relative humidity on a daily basis. Table 2 shows Location of Weather stations.

4.5. Running the SWAT Model

After finalizing the set up of input, the SWAT model run by selecting the “Run SWAT” option
in the SWAT Simulation menu. The simulation period used was from 1 December 1985 to 31
December 2010.

5. FIELD MEASUREMENTS

The rainfall depth for two daily rain storms were obtained from Ana hydrological weather station
for data 25/11/2012 and 28/1/2013 which was 30.3 mm and 28 mm respectively. At the same
data throughout the runoff flow time, the flow velocity was measured by a current meter at a
cross-section on the outlet of valley perpendicular to the flow of water for the six catchments of
the study area as shown in Fig. 7.

The flow velocity measurement was taken at 0.6 of the flow depth and the reading of depth at
each point of measurement. The velocity — area method was used to estimate the discharge at
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each of six valleys at the specified time and the measurement of flow velocity and depth were
repeated wherever there is significant variation in flow depth.

6. MODEL CALIBRATION AND VERIFICATION

Calibration is the process of adjusting model input parameters until the outputs satisfactorily
match with field-observed values. The typical procedure for SWAT models calibration is to
calibrate stream flow and sediment in succession. The current model calibrated by use the
surface flow and sediment data at the outlet of study area. An initial simulation made for the
period (1/11/2012 through 30/11/2012) because the data is only available for this period for the
study area model setup and calibration.

Calibration of stream flow performed depending on observed flow measurements. Outflows
from the whole catchment calculated by use SWAT Model and compared with the flow-
measured from the study area valleys. The initial annual simulation has shown a general
overestimation of flow values, thus the CN has been selected as a calibration parameter for its
significant effect on flow computation, and the subbasins' CN values have been varied (mostly
decreased) iteratively within a reasonable range during several calibration runs until satisfactory
agreement has been reached between simulated and observed flow values.

The flow calibration results show that SWAT has simulated the hydrological processes of the
study area watershed realistically, so calibration has proceeded to involve sedimentation results
as well. Because of the shortage of direct measurements of sedimentation in the study area
watershed, the required observed sediment loads acquired from the field measurement that was
taken during November 2012. The USLE cover factor (C) and practice factor (P) have been
adjusted to match observed and simulated sediment loads through several iterations, for which
the previous model performance indicators and the context of relative errors have been applied,
and accordingly, the best simulation has been selected by optimization. Fig. 8 shows the
procedure of calibration for SWAT model.

A good correspondence obtained between observed and calibrated monthly flow and sediment
load for the period of calibration. Calibration for flow and sediment is acceptable and indicates
that SWAT is able to simulate the study area and predict flows and sediment loads well.

Model verification is the approach by which parameters developed in calibration are tested and
verified against independent observed data for the area of concern. Based on calibration results,
the study area SWAT model verified using the calibrated parameters to check its capability of
reproducing measured flows and the corresponding sediment loads at Valleys in the study area.
The period of verification was selected on the basis of quality of the available observations, the
record and of surface runoff and sediment concentration of storm rainfall at (28/1/2013) was
selected to verify the study area model because it is the only available data records for the model
verification in the study area. A good indication obtained between measured and calculated flow
and sediment load for the period of verification, giving more support toward utilizing SWAT to
model the six valleys watersheds in the study area and achieve the intended modeling objectives.

7. RESULTS ANALYSIS

The daily rainfall data, maximum and minimum temperature, sunshine, humidity, and wind
speed of Haditha station was considered in this study. The data is use to estimate the annual
runoff volume and sediment load that were delivered from the main valleys of the left bank on
Haditha Dam reservoir for the period December/1985 - December/2010. The SWAT (soil and
water assessment tool) was considered for monthly simulation for both runoff and sediment of
the considered valleys. The total annual precipitation and surface runoff from period 1985 to
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2010 where shown in Fig. 9. The maximum annual total runoff volume for the considered
valleys was about 167.79 * 10° m® ( 97.26 mm) in 1988 , which was due the maximum total
annual rainfall depth in that year (286.47 mm). The minimum total runoff volume was 5.67x10°
m?® (3.29 mm) for the year 2007, which had a minimum average annual rainfall depth of 51.86
mm.

The total sediment load for all years for period from 1985 to 2010 was about 1484 ton/km? (2.56
* 10° ton) .This was due to the total annual surface runoff volume about 1.0688*10° m?®
(619.55mm) , where the amount of sediment varies from year to year depending on the amount
of precipitation and surface runoff. From Fig. 10, we can see the amount of the sediment load for
25 year ago. The maximum annual total sediment load in year 1988 is about 283 ton/km? (488.22
* 10° ton). This was due to the effect of high surface runoff in year 1988 that was 167.79 * 10°
m*® (97.26 mm) , which are due to the maximum total annual rainfall depth in that year (286.47
mm). The minimum total sediment load was in year 2007 about 5 ton/km? (8.62 * 10° ton), this
is due to the total runoff volume which was 5.67x10° m®(3.29 mm) for the year 2007 that had an
average annual rainfall depth of 51.86 mm. it showed that the higher the amount of precipitation
caused an increase of high surface runoff leading to erosion of large amount of soil and
therefore this causes an increase of the amount of sediment yield from valleys. From Figures,
SWAT shows a good performance in simulating the seasonal variation in flow as expected
according to the climate of Irag, where most precipitation occurs during the months (October to
April).

8. CONCLUSION
Based on the results obtained from this study, the following conclusions can be drawn:

1- The SWAT model working under GIS (Geographical Information System) was applied to
estimate the yearly runoff and sediment load carrying from the main valleys at the left bank of
Haditha Dam reservoir .

2- The total sediment load for period from 1985 to 2010 was (2.56 * 106 ton); this was due to
the total annual surface runoff volume about 1.0688*109 m°.

3- The maximum annual total sediment load was in year 1988 about (488.22 * 10° ton ), this
was due to the effect of high surface runoff in year 1988 that was 167.79 * 10° m?®, while the
minimum annual total sediment load was in year 2007 about 8.62 * 10° ton. This due to the
total runoff volume is 5.67x10° m°.
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Figure 1. Location of the Haditha Dam Reservoir, and study area
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Figure 2. The digital elevation model of study area.
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Figure 5. Landuse/cover map of study area catchment as defined by SWAT.



Number 1 Volume 22 January 2016

Journal of Engineering

34"00'N 34°200'N

34°00'N

417400 417500 42°0'0"E 427100 427200
=
w- = E
\

s
=
=3
-
= 5
=
3

-
-
- -
=
=Y
-
- - b3
- =

Haditha lake £
=)
Area Boundary 3

ro~r— - 1

o]

45 9 18 27 36
Kilometers

Samples Of Soil -

41°40'0"E 41°50'0"E 42°0'0"E

42°10'0"E 42°20'0"E

Figure 6. Location of soil samples.

Figure 7. Measurement velocity of valleys by current meter.

194



Number 1

Volume 22 January 2016

Journal of Engineering

Separate surface runoff (SR) and
bascflow (BF) from total flow
(TF) for measured daily flow

r
| RunSWAT } -

Surface Runoff (S 3 a
e d(%)<15 Adjust
. R::'().() « CN
o Eys>05

Run SWAT I—I
Total Flow (TELC
Adjust
d (%)< 15

. ,‘,-(>(’,‘(‘, —@-o o SOLAWC

o Evs>05 e ESCO
Run SWAT |—|
diment (SED) Criteni Adius

: ‘,’r‘:‘(’; - . USLE_P
2 % ;>'(;s o USLE_C
® B3 S B o SPCON.

o CH_EROD
Yes
ﬁ—{ Run SWAT |—|
Nutrient (V :

3 N. Organic N Adjust
o d(%)<20 . Ir:_uial mncc.nlrau;m
° R:ZU.() 0 Dl:l(fl(.?m.\ 1n sous
. B w08 o NPERCO

foiabeges e PPERCO

| Calibration complete |

e PHOSKD

EGEND

d: Percent difference
between measured and
simulated average daily
values.

R’: Coefficient of
determination

Ey.¢: Nash-Sutchiffe
efficiency coefficient.

CN: SCS curve number for
moisture condition I

SOL_AWC: available soil
water content

ESCO: Evaporation
compensation factor

USLE_P: USLE practice
factor

USLE_C: USLE cover
factor

SPCON: linear coefficient
for within channel
sediment routing.

CH_EROD: channel
erodibility factor

NPERCO: nitrogen
percolation coefficient.

PPERCO: phosphorus
percolation cocfficient.

PHOSKD: phosphorus soil
partitioning cocfficient

195

Figure 8. The procedure of calibration for SWAT model (After Engel et al., 2007).



Number 1 Volume 22 January 2016 Journal of Engineering

M Precipitation ™ Surface Runoff

350 120

300

N
w
=]

g

150

Preciptation (mm)
:
Surface Runoff (mm)

g

0 -0
92 0 AN DO O DDA P> LN PO ODNDNNDDHHL N DO
R A e e R ) ¥
GGG LG R LK AR U G G (NG NG LN L L i S M M L P SRS R

Time (Years)
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Table 1. Study area basins parameters.
No. Valley name Area Length of Slope Shape
(Km? basin % factor
(m)
1 Al-Qasir 769.55 48874.89 0.0120 3.10
2 Rihana 55.22 10777.24 0.0140 2.10
3 Gedeh 14.55 6209.32 0.0168 2.65
4 Al-Fuhaimy 531.21 50308.01 0.0129 4.76
5 Al-Skarh 33.36 12891.67 0.0135 4.98
6 Al-Akhdher 271.72 34560.19 0.0124 4.30
Table 2. Location of weather stations.
station Latitude Longitude Elevatino
Haditha 34°08'41" 42°22'47" 120
Ana 34°22'14 41°50'07" 175
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Theoretical and Experimental Stress Analysis of Cam With Simple Harmonic
Motion
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ABSTRACT

Cams are considered as one of the most important mechanical components that depends the
contact action to do its job and suffer a lot of with drawbacks to be predicted and overcame in
the design process. this work aims to investigate the induced cam contact and the maximum
shear stress energy or (von misses) stresses during the course of action analytically using Hertz
contact stress equation and the principal stress formulations to find the maximum stress value
and its position beneath the contacting surfaces. The experimental investigation adopted two
dimensions photoelastic technique to analyze cam stresses under a plane polarized light. The
problem has been numerically simulated using Ansys software version 15 as FE solver and
depending on Lagrange and Penalty contact algorithm. The effect of cam geometry,
characterized by some parameters such as follower radius, face width, rise and return angles, and
modulus of elasticity on the contact stress is investigated aiming to minimize the induced
stresses.

Key words: Cam modeling, contact stress, photoelastic experimental stress analysis
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1.INTRODUCTION

Power and movement transmission are regarded as the principle of the mechanical
engineering duties which contribute the modern life appearance. Gears, belts, sprockets and cams
are the most common used mechanical elements for such purpose. In general the work of such
elements is accompanied by some problems like power loss, heat generation, wear, fatigue, high
induced contact and bending stresses. Cam may be defined as a machine element with a curved
outline or a curved groove, which, by its oscillation or rotation motion, gives a predesigned
motion to another element called the follower and has very important function especially in the
printing presses, shoe machinery, textile machinery, gear-cutting machines, and screw machines.
In any class of machinery in which automatic control and accurate timing are paramount, the
cam is an indispensable part of mechanism Anvoner, 1959. This work will spot the light on the
cam stresses affected by some geometrical parameters such as rise and return angles, face width.
The role of modulus of elasticity will be taken into account in this study. Hertz contact stress
equation for nonconforming bodies will be adopted as the analytical solution and examined how
far the problem will obey Hertz equation. The interaction of the cam and its follower will be
numerically simulated using Ansys software version 15 as a FE solver to investigate the different
stresses values and distributions. The plane polarized light and photoelastic stress analysis
technique will be used in order to compare the accuracy and the similarity between the assumed
conditions, for the analytical and numerical, and the applied one on the experimental test and
how amount of discrepancy will be produced.

2. Cam Mathematical Representation

The simplicity of cam manufacturing methods and its traditional use associated by the good
performance, leads the researchers and the manufacturers to evolve cam shape and work and
there are a lot of cam types which could be classified according to the follower motion relative to
the cam rotational axis as:

1.Cylindrical cams.
2.Radial cams.

Another classification depends on the follower motion and divides cams into:

1. Uniform velocity.

2.Simple harmonic motion.

3.Uniform acceleration and retardation.
4.Cycloidal motion.

The precise geometrical representation is considered as the first step of any simulation or
investigation to grantee the accurate and dependable results. The studied cam in this work is the
harmonic displacement one and its profile characterized by the rising distance, base radius, and
the different course angles where Oberg, et al., 2000.
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r(0) =m, +§ (1 — cos %6) Q)

While the follower velocity and acceleration is

v(0) = S:—;sin %6 (2)

a(@) = %(%)2 cos%e 3)

Where r is the cam profile radii, r, is the cam base radius, S is the max. follower rise
distance, B is the rising, dwell or falling angle as shown in Fig. 4, v is the follower velocity, and
a is the acceleration.

Eq. (1) has been programmed using quick basic 64 to calculate the different profile radii and
their angles. Each cam profile was presented by 180 points to ensure a realistic representation
able to simulate the real cam shape. These points are feed to the FE solver as a key points and
connected by a spline to construct the area and then the two dimensional model will be extruded
to generate the 3 dimensional model.

3. THEORITICAL STRESS ANALYSIS
3. 1 Analytical Stress Analysis

The contact of the mechanical elements has the functional key role in their interaction,
regarding power and movement transmission, and depends on the relative sliding and rolling
action. Its relatively large contacting area and zero relative sliding movement makes the
conforming contact cases works with low contact stress levels comparing to its counterpart cases
i.e. the nonconforming contact problems. In the 19™ century Heinrich Hertz proposed his famous
equation to calculate the contact pressure of the nonconforming contacting surfaces and dealt
with as the governing equation till now days. The most important assumptions that must be taken
into account to ensure genuine results are that the two bodies are continuous of constant
curvature radius and the contacting area is small compared to the other dimensions. The contact
stress has been found as a function of the applied normal load, the face width of the contacting
bodies, the two bodies radius of curvature, and the material properties Hearn 2001.
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Where o, is the contact stress, F is the applied load, t is the face width, r. and r; are the cam and
the follower radius of curvature at the contact zone, E; and E; are the modulus of elasticity for
the cam and follower

And the mating bodies contacting area characterized by a rectangular area with its length equal
to the face width t, while the other dimension could be calculated by the following formula

FX(l_E,VCZ+1_E1-/f2>
b =1.076 B |

tx(i+i)
Tc ‘l"f

(5)

The previous equations assumed the contacting elements to be cylinders.

The principal contact stresses at the contacting zone could be evaluated as following Johnson
2003.

y? o
01 =0y ==PFnax | [z +1 (6)

UZ:Jx:Pmaxl<2_(i_z+1)_1>X\ﬁ:_j-l_l_zlﬂl (7)
03 =0, = —2VPax l ’;;—E +1-— |%|l (8)

While the shear stresses are
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Due to the applied load and material elastic behavior the contacting surfaces deformed elastically
leading to minimize the center distance of the two bodies.

3. 2 Finite Element Approach

Unfortunately the most applicable differential equations governing the engineering and
physical applications are complex, and have long term solutions so that the finite element
approach has been adopted as a simple alternative way solving the most complex problems
directly with a worthless error margin overcoming all the past time investigation techniques. The
basic principle of the FEM is to discrete the general problem into a certain number of simple
problems diminishing the time consume, efforts and cost. Dealing with FEM needs some
experience and a well knowledge to the analytical background of the problem under concern
because the results will come under any circumstances and it may be scattered or incorrect. The
reliable and accurate results of the FEM depends on a lot of parameters such as the right
simulation to the real working conditions like the applied load, the constraint, the working
temperature and the right material properties such as the modulus of elasticity and poisson's
ratio, as well as the accurate geometrical representation. The 3-D cam model has been built up in
the FE environment, the material properties are setup as a structural of linear isotropic material
with modulus of elasticity equal to 200 GN/m?, 0.3 poisson's ratio, and density of 7830 Kg/m®.
The suitable element type and number have been chosen according to the convergence test. In
general the larger element numbers the more accurate results but that leads to a long solution
time so that the element number must be as small as possible to satisfy the solution. The applied
load and constraint must be the same during the convergence test and by choosing a solid brick
element 186 as the mesh element and by changing the element number and solve the problem
again and again with different element numbers until there will be stabilized then this is the right
element number. The best element type has been found to be solid brick element of 20 nodes and
the adequate element number is 7555 including 450 contact surface elements and 375 contact

target elements and the contact is frictionless Akkamahdev 2015. The target is chosen to be the
follower while the contact surface is the cam and the applied load is 100 N distributed along the
unity follower face width. The adopted contact algorithm approach is the Lagrange and penalty
method.

4. Experimental Test

Almost engineering inventions and designs are part of the virtual world and haven’t
judged to engage the real working environment till it verified to be fully functional with
comfortable safety especially for human related applications, high cost products, and mass
production. Such critical decision couldn’t be taken unless there is evidence support the claims
of the vendor or designer, which is the experimental model.
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The previous analysis of the cam contact and principal stresses are withdrawn
analytically depending on Hertz equations which has some assumptions must be followed to
ensure the results accuracy.

The experimental analysis will be conducted using the photoelastic technique to verify if
the real cam induced stresses matches that of the analytical equations. The experimental cam
model has been manufactured from the PSM-4 photoelastic sheet under a plane polarized light.
The material properties such as modulus of elasticity and fringe value are investigated
experimentally depending upon Euler's theory and bending test for a specimen cut from the same
material Helena Jin et.al. 2014 see Fig.1

0%y

EIZZ=M (10)
where

wl  F wx?2
M= 5+ x - (11)

Integrating the equation twice and applying the boundary condition's leads to

_1 5 4_ 1 3
E== (-2 wl —EFZ) (12)
Where w=0.03 kg, [= 150 mm, h= 16 mm, t= 6 mm

By increasing the applied load gradually and measuring the resulting deflection using dial
gauge and adopting these values (load and deflection) in Eq.(12) a set of the modulus of
elasticity will be calculated and then averaged to get a reliable modulus value , Table 1
illustrates the test results

The fringe value will be investigated using the four point test or the pure bending test James and
William 1991. where

N
01— 0y, = Tf (13)
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For pure bending

£9375 —=f (14)

Where N is the fringe order, f is the fringe value. Fig. 2 and Fig. 3 show the specimen
dimensions and position of the applied load as well as the resulting fringe pattern. The applied
load and the resulting fringe order are listed in Table 2.

The resulting average modulus of elasticity is (4.1 MN/m?), and the average fringe value
is 230 N/ (m. fringe order).

The experimental cam model has been shown in Fig. 4 which has 50 mm base radius, 25
mm stroke distance, 15 mm for the follower radius, and 6 mm thickness. The cam shape has
been modeled depending on Eq. (1) with rise, return, and upper dwell angle equal to 60°.

5 RESULTS AND DISCUSSION

The most important note to be mentioned at the first is that the applied load is 100 N, the
base radius =50 mm, the follower radius is 15mm unless referred by other value, the face width
is unity or clarified for different value, the modulus of elasticity is 200 GPa for cam and follower
and showed for different values.

5.1 Analytical Results

According to the Hertz contact stress and area equations the results have been shown in
Fig. 5 and Fig. 7. It is clear that the contact stress decreased as a result of the increasing of the
angular position and then return to its initial value while the contact area trends to behave in
counter way and the cause behind such behavior is the variation of the radius of curvature as
shown in Fig. 6 which change from 50 mm at the base region to be 75 mm at the upper dwell
region. It is evident that the follower of larger radii well enhances the contact stress values and
that returned to the high contact area associated with the larger follower.

Fig. 8 implies the contact principal stresses distribution into the cam and how it decreases
along the two contacting surfaces normal. The first and second max. principal stresses are equal
to the max. contact stress at the contacting surfaces while the von mises equal to one sixth of the
contact stress.
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Fig. 9 shows the max. contact stress values for different cam face widths and for several
follower radii. The increasing of the follower radius and cam face width increases the width and
the length of the contact area respectively leading to decrease the max. induced stress.

Fig. 10 relates the effect of the cam and follower modulus of elasticity to the max.
contact stress and clarify its increasing negative role for cam and follower, because the higher
modulus means a lower deformation ability leading to lower contact area , where Eg is the ratio
of the follower modulus of elasticity to that of the cam.

5.2 Numerical Results

The max principal stress in Fig. 11 has max compressive value of 552 MPa and it is
equal to the max. contact stress shown in Fig. 12 , these results conform the results shown in Fig.
5 and Fig. 8. The distribution of the von mises stress is shown in Fig.13 with its max value equal
to 408 MPa and equal to 0.7 of the max contact stress and that confirm the results in Fig.8. the
distribution of the normal deformation within the cam and follower domain is shown in Fig.14

5.3 Experimental Results

The photoelastic pattern of stress analysis for three loaded cases are shown in Fig.15. The
applied load are (a) 0.2, (b) 0.3, (c) 0.4 Kg and (d) is also 0.2 Kg but with scale 1:1, the resulting
pattern are shown in the three figures. Depending upon Eq. (13) the left hand side could be
gotten from Eq's. (6,7) by substituting the equivalent depth to the fringe order and find the
difference between the 1% and 2" principal stresses. Table 3 summarized the experimental and
theoretical results with the error percentage for the three cases.

The experimental principal stress differences have been measured depending on Fig. 15
for the three loading cases by measuring the fringe orders and its y position. The N™ order will
be substituted in Eq.(13) to find the experimental measurements as in fifth column in Table 3
while the measured y values are substituted in EqQ's. (6,7) to evaluate the theoretical first and
second principal stresses (6™ and 7" columns in Table 3) in terms of Eq's. (4,5) which in turn
have been calculated for the same experimental loads of Table 3. The theoretical principal stress
differences have been listed in 8" column. The experimental and theoretical results percentage
error have been shown in the last column.

The max percentage of error is 10% and justified by the manufacturing and calibration
errors.

6. CONCLUATION
From the whole results there are some concluding remarks which can be withdrawn such.

Follower radius plays the key role in controlling the contact stress because of its smaller
value and its variation will not affect the stroke. The low levels of modulus of elasticity
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minimize the chances of contact failure. The larger radius of curvature leads to smaller contact
stress for both of the mating surfaces. Increasing the face width has a positive effect on the
contact stress reduction. The max. principal stress at the contacting surfaces equal to the max.
contact stress while von mises equal 0.6. The increasing of the applied load do not always leads
to generate more photoelastic pattern but always shift them away of the contacting surfaces
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NOMENCLATURE

b : contact zone half width (m).

E. , E; . cam and follower Modulus of elasticity , respectively (N/m?).

F : applied load (N).

f :fringe value.

I : second moment of area (m®).

L : length (m).

N : fringe order.

Poax : Maximum contact pressure (N/m?).

13, . base radius of cam (m).
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1., 1 - cam and Follower radius of curvature , respectively (m).
S : cam stroke (m).

t: face width (m).

v . follower velocity (N/m).

a : follower acceleration (m/s?).

0 : angular position (degree).

o1, 05,03 : principal stress (N/m?).

o, . contact stress (N/m?).

vy , U : Poisson's rations.

7, ,7T, , T3 : principal shear stress(N/m?).
d: maximum beam deflection (m).

B : rising or falling angle (degree).
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Table 1. Experimental modulus of elasticity
Mass(g) 100 200 300 400 500 600
& (mm) 0.32 0.615 0.88 1.15 1.52 1.95
E (MN/m?) | 3.8981*10° | 4.0566*10° | 4.2525*10° | 4.3388*10° | 4.1033*10° | 3.8401*10°
Table 2. Experimental fringe value
Load (F), N Fringe Order (N) Fringe Value (f)
0.245 1 229.68
0.49 1.9 241.77
0.74 3.1 222.27
0.981 4 229.68
Table 3. Experimental and theoretical cam stresses
y'(scale | y (real N/t o _ o _ (01- 03)
P(Kg) | N | depth) | depth) (N/md) zlt\*l‘;‘r’]rqeé')ca' Elt\?;(r)r;eg)cal %27 | Error %
(mm) (mm) theoretical
00 1 14 4.375 | 38333.33 | -43138.85 | -1089.35 | 420495 8.8
' 2 5 1.5625 | 76666.67 | -93827.047 | -14111.9 |79715.179 | 3.97
1 25 7.8125 | 38333.33 | -37195.462 | -453.744 | 36741.718 4.3
0.3 2 9 2.8125 | 76666.67 | -89933.846 | -7320.69 | 82613.157 7.1
3 4.4 1.375 | 115000 | -133969.77 | -31610.7 | 102359.07 10
1 46 10.22 | 38333.33 | -38112.201 | -364.1857 | 38476.387 | 0.38
0.4 2 21 4.6667 | 76666.67 | -78091.454 | -3342.614 | 81434.072 5.8
3 13 2.889 | 115000 | -112677.27 | -11152.02 | 123829.28 7.1
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Figure 1. Pure bending test specimen.
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Figure 2. Dimension of pure test specimen with the position and value
of the applied load

Figure 3. Photoelastic pure bending stress fring test
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Figure 4. Experimental photoelastic cam and follower model
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Figure 5. The variation of the contact stress with angular position for different follower radii
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Figure 6. The variation of the cam radius
with respect to the angular position

Figure 7. The contact zone half width
dimension change with the angular position
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Figure 8. The ratio of the different principle stresses to the maximum contact pressure
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Figure 10. Variation of the maximum contact stress with the change of the modulus

of elasticity
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Figure 12. Contact area and contact

stress distribution
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Figure 13. Von mises stress distribution

Figure 14. Y- component cam deformation
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(a) Scale 3.2:1 (b) Scale 3.2:1 (c) Scale 4.5:1

(d) Scale 1:1

Figure 15. Photo elastic stress pattern when the load is
(@ 0.2Kg , (b) 0.3Kg , (c) 0.4 Kg, (d) 0.2 Kg with scale 1:1
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ABSTRACT

The recent development in communication technologies between individuals allows for the

establishment of more informal collaborative map data projects which are called volunteered
geographic information (VGI). These projects, such as OpenStreetMap (OSM) project, seek to
create free alternative maps which let users add or input new materials to the data of others. The
information of different VGI data sources is often not compliant to any standard and each
organization is producing a dataset at various level of richness. In this research the assessment of
semantic data quality provided by web sources, e.g. OSM will depend on a comparison with the
information from standard sources. This will include the validity of semantic accuracy as one of
the most important parameter of spatial data quality parameters. Semantic similarity testing
covered feature classification, in effect comparing possible categories (legend classes) and actual
attributes attached to features. This will be achieved by developing a tool, using Matlab
programming language, for analysing and examining OSM semantic accuracy. To identify the
strength of semantic accuracy assessment strategy, there are many factors should be considered.
For instance, the confusion matrix of feature classifications can be assessed, and different
statistical tests should be passed. The results revealed good semantic accuracy of OSM datasets.

Key words: OpenStreetMap; Semantic; Classification; Accuracy; Confusion Matrix
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1. INTRODUCTION

Traditionally, professional surveyors seek to produce geospatial data through different methods
such as plane surveying, remote sensing and photogrammetry. The data captured by these methods
can usually ordered by users in digital or paper formats. However, recently by web developments,
a free geospatial data based on volunteers’ efforts have appeared on the Internet, Esmaili, et al.,
2013. Goodchild, 2007 termed this phenomenon as volunteered geographic information (VGI).
Most VGI data are collected and distributed through the World Wide Web (www) by non-
professionals users. Compared to authoritative datasets, the VGI data are freely and dynamically
grown with the help of volunteers. The dynamic aspect of VGI service encouraged some mapping
agencies and local authorities to utilize VGI to create new datasets and update their data. There are
a broad categories of VGI sites are now available on the Internet. Such websites include Google
Map, Flickr, Map share, Wikimapia and OpenStreetMap (OSM). The data from OSM project was
investigated and analysed in this study because the OSM data can be downloaded easily and freely
which makes it ideal for research.

The OSM project was founded in London UK in 2004. The OSM data are essentially collected
using GPS receivers, and then transformed into map using online editing tools. After 2006, Yahoo
started supplying free satellite images to OSM community; therefore mapping becomes achieved
directly from the images, Ma, et al., 2015. The OSM is a collaborative mapping project which
creates a free editable map for the whole world. The OSM project can be easily shared under its
“Open Data Commons Open Database License (ODbL)”, Dorn, et al., 2015. Despite the positive
aspects of OSM data, the quality assurance of its data is still the major concern of geographical
information (GI) users. In recent years, VGI quality has been interesting topic in GIS research.
One of the first systematic attempts to assess OSM quality was conducted by Haklay, 2010. In
addition to Haklay, a large and growing body of literature has investigated the quality of OSM
project; see for example Liu, et al., 2015; Sehra, et al., 2014; Koukoletsos et al., 2012. Although
these studies analysed the accuracy of OSM data compared to commercial or authoritative
datasets, however the OSM data poses challenges regarding the heterogeneity of classifications or

semantic data.
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To date, several studies have begun to examine the semantic accuracy of OSM project. For
instance, Vandecasteele and Devillers, 2013 suggested a method for reducing the semantic
inconsistency and improving the semantic data of OSM project. The method was implemented
into a plugin for OSM and different examples illustrate how this plugin can be used to enhance the
quality of VGI data. In another major study, Ramos, et al., 2013 presented a procedure to measure
the similarity between the correspondence features in OSM and official datasets. The proposed
method was based on using ontologies for handling semantic heterogeneities. In a study conducted
by Ballatore, et al., 2013, it was described a knowledge-based technique to identify the semantic
similarity of lexical definitions. In the same view, Girres, and Touya, 2010 assessed the semantic
accuracy of 585 roads in OSM data compared to BD TOPO Large Scale Referential (RGE) from
IGN as a reference data. The analysis showed that the percentages of correct classifications are
varying for different classifications. For example motorways have 100% semantically correct,

whereas the secondary roads have only 49% similarity.

The objective of this study is to evaluate the semantic accuracy of the OSM “tag” also called
“features”. The main idea is developing a methodological framework based on a confusion matrix
approach to determine the classification accuracy using all of the information diversity of OSM
project. The reminder of this article is structured as follows: section 2 describes the main
characteristics of the features of OSM data. Section 3 presents the approaches for estimating
classification accuracy. The discussion of the system prerequisites and code program will be
introduced in section 4. In section 5, the results and findings are illustrated and analysed. The last

section concludes with a discussion and provides an outlook on future research.

2. THE FEATURES OF OPENSTREETMAP DATA

The OpenStreetmap (OSM) is not the only source of feature classifications data that is available
free of charge. Services such as Google Maps, Yahoo Maps, or the Microsoft offering Bing maps
have very good mapping available for viewing via the Internet, and they do not require payment.
In 2008, Google introduced “Map Maker”, an edition that allows users to trace maps data from
satellite or aerial imagery and upload it to Google servers. Google is using map maker primarily in
countries, such as Irag, where they cannot buy suitable map data from the traditional geodata
supplier. All these offerings only very limited rights to the users for downloading maps with

feature classifications. If users would like to add features to web maps, for example, these free
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Internet sources are usually not usable. With OpenStreetMap, on the other hand, any form of

reproduction or processing is allowed, and users do not have to ask anybody for permission.

The objects of OSM data may be classified into two most important types: nodes (also called
points) and ways. A node consists of geographical coordinates (latitude and longitude), while a
way consists of an ordered list of at least two nodes. Attributes assigned to these objects in order
to describe what they represent are called tags. A tag consists of a key and a value and is usually
written with an equals sign between both parts “key=value”. Both can be arbitrary strings of up to
255 characters. The most important tags from OSM map features may be divided into a number of
groups such as roads and railways; forests, lakes, and rivers; coastline and islands; buildings and
land use areas; villages, cities, and borders, Ramm, et al., 2011. An example of OSM tags or

classifications can be seen in Fig 1.

The OSM data can be exported directly in a variety of data formats such as XML data or Mapnik
image (e.g. PNG, JPEG, and PDF). The OSM raw data can be processed with suitable OSM
software. This export has a size limit; users can only use it if they are looking at a reasonably
small area of the map (approximately 10km x 10km), Ramm, et al., 2011. In this research the
OSM data was exported as XML format, and it was imported using ArcGIS 9.3 software for
processing and manipulating. In order to obtain the required features, a pre-processing (filter) step
was adopted. This step was essentially applied for separating the undesired data from attribute
table.

3. APPROACHES FOR ESTIMATING CLASSIFICATION ACCURACY
3.1 Confusion (Error) Matrix

An error or confusion matrix evaluates classification accuracy based on comparing actual or
reference land class with map data. The matrix has tow dimension with the same number of rows
and columns. The rows and columns express the labels of samples assigned to a particular
category in one classification relative to the labels of samples assigned to a particular category in
another classification (Fig. 2). Each column is assumed to be correct and display the ground
reference information, while each row of the matrix represents the map labels obtained from map
classifications. The main diagonal of the matrix represents the correct feature classifications,

Congalton and Green, 2009.
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Confusion matrix can be considered one of the most effective ways to represent classification
accuracy. This is because that error matrix can describe the accuracy of each map category based
on omission and commission errors. The error of omission refers to the proportion of observed
features excluded from map classes, whereas commission error arises when features on map are
categorised incorrectly. Besides the omission and commission errors, the overall, producer’s and
user’s accuracy can also be determined by confusion matrix, Ismail and Jusoff, 2008. The overall
accuracy represents the summation of elements on the main diagonal of confusion matrix divided
by the total number of samples of confusion matrix. The user’s and producer’s accuracies are
simply the ways of computing individual accuracy rather than calculating overall accuracy, as will
be discussed in the following section.

3.2 Mathematical Representation of the Error Matrix

Suppose that there is a square matrix with k? cells and n samples. Each sample represents one of k
class in a map data, and one of the identical k class in the reference classifications, let nj
symbolize the amount of samples classified into category i (where: i = 1,2,......, K) in the map data
and category j (where: j = 1,2,....., K) in the reference classes , Congalton and Green, 2009, (as
shown in Fig. 2).

Let:

N = Xr_iny; 1)

Be the number of samples classified into category i in the map classification, and

— vk
Nyj = Li=1Mij (2)

Be the number of sampled classified into category j in the reference data set.

Overall accuracy between map classification and the reference data can be computed as follows:

_ Z?:lnij
overall accuracy = ==— 3)

Producer’s accuracy can be computed by:

, .
producer 'saccuracy j = ni 4)
+Jj

And the user’s accuracy can be computed by:
nij

user saccuracy = -~ 5)

219



Number 1 Volume 22 January 2016 Journal of Engineering

In addition to the above models, kappa coefficient can also be used as an index of classification

accuracy, as follows:

N Zr: Xij = Zr: Xis Xy
P r i=1 ©6)
N 2 - (Xi+ 'X+i )
i=1
Where:

r = number of rows in the error matrix.

x;; = number of observations inrow i and coloumn i (on the major diagonal).

x;+ = total of obsevations in row i (shown as marginal total to right of the matrix).
x4; = total of observations in column i (shown as marginal total at bottom of the
matrix).

N = total number of observations included in matrix.

4. METHODOLOGY IMPLEMENTATON AND PROGRAM STRUCTURE

To achieve the main goal of this research, the classifications quality of OpenStreetMap (OSM)
information must be checked carefully. It is indispensable because the information of different
Volunteered Geographic Information (VGI) data sources are often not complaint to any standard
and each organisation is producing a dataset at various level of richness. In this study the
assessment of classifications quality of data provided by web sources will base on comparison
with the information from other sources. In other words, utilizing the information from sources
with known quality of data to evaluate the quality of data provided by sources with unknown
quality of data. As Thakkar, et al., 2007 observed in relation to VGI data sources and high
quality sources, using this technique can produce the most accurate results. Assessment of
attribute and feature based accuracy will be undertaken using statistical indices based on, for
example, kappa coefficients (as described in previous section). It is proposed that the true or actual
classifications by field surveying are to be used for geospatial data collecting of selected location
(Baghdad / Iraq). The data set will consist of the self-generated field survey and the open access
data from web-based VGI (e.g. OSM).
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The intention is to compare classifications of these datasets. Initially this can be done with visual
comparison of derived maps, to get a general picture but the methods indicated above will be
applied to construct a quantitative approach, identifying the strength of accuracy assessment
strategy. This exercise will help in developing methods of evaluating classification quality based
on a rule set, coded into the data handling flowline. The result will be a set of operators which can
measure data quality, allow for the preparation of datasets prior to successful integration, and
actually undertake the integration of data. The proposed methodology was developed using
Matlab 7.10.0 programming language, for academic and research purposes. In the first step the
program inputs the features name or classifications through read a data file. Then, the input data
will be employed to generate the confusion matrix by comparing the feature classes in reference
and tested datasets. Subsequently, the program saved the completed confusion matrix and assessed
the accuracy of classification data. The assessment processing based on determining the produce,
user, an overall accuracy and kappa coefficient values. The report of final outcome can be
exported and saved as text (.txt) or excel (.xlsx) format. Fig. 3 presents the flowchart of the

program that used in implementing the methodology of this study.

5. EXPERIMENT AND ANALYSIS

In this research, the obtained confusion matrix constructed from 543 features and 16 classes as
shown in Fig. 4. In this matrix the x-axis represented the true (reference) class labels, whereas the
y-axis listed the tested classes. The correct classifications lay on the main diagonal of the matrix,
while the other elements of the matrix showed the misclassifications. The overall number of
classifications can be seen in the bottom right cell. The accuracy measurements of confusion
matrix have been achieved based on equations 3, 4, 5 and 6 as follows:

k
Di=1 ngj

Overall accuracy =
n

Overall accuracy
_ 6+10+56+28+168+2+17+141+1+3+11+2+2+6+13+3

543
= 469 = 86%
T 543 07
' . Ny
Producer’'saccuracy j = —=
n+j
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6
Producer'saccuracy (Primary road) = - 55%
The procedure’s accuracy of the primary road is one example for determining the procedures’
accuracy in this article. Figure 5 shows the procedure’s accuracy of other features.
' N
User'saccuracy = —
iy

6
User'saccuracy (Primary road) = 1= 55%
The user’s accuracy of the primary road is one example for determining the users’ accuracy in this
article. Figure 6 shows the users’ accuracy of other features.

To illustrate the computation of kappa coefficient (k) for the error matrix included in Fig. 4:

r

ini=6+10+56+28+168+2+17+141+1+3+11+2+2+6+13+3=469
i=1

,
Z(xH.xﬂ-) = (11 x 11) 4+ (19 X 13) + (66 X 77) + (29 x 28) + (170 x 181) + (3 X 2)

i=1

+(22x18)+ (164 x157) + (1 x2)+(3x3)+(11x13)+ (2x3)+(2x2)
+(19%x7)+ (17 x22) + (4 x 4) = 121 + 247 + 5082 + 812 + 30770 + 6 + 396
+257484+2+4+9+ 143+ 6+ 4+ 133+ 374+ 16 = 63869

_ 543(469) — 63869 190798

= = 0.826
(543)? — 63869 230980

The accuracy assessment reports of OSM classifications from 543 reference data are illustrated in
Figure 4, 5, and 6. The results showed that the overall accuracy of the tested data was 86%, where
the lowest user and procedure accuracy were 32% and 50%, respectively, and the highest user and
procedure accuracy were similar with 100%. The classification accuracy is vary and different from
one class to another class. For instance, primary road has only 55% accuracy since it was confused
with secondary road, service road, and path. The path has only 77% accuracy since it was
confused with building. Another example of this is the building which has 90% accuracy since it
was confused with secondary road, service road, parking and university. The most likely causes of
diverse classification accuracy are because the wrong way for classifications of some of OSM

datasets.

The kappa coefficient was also determined from the calculations of tested features and classes.

This represents that the kappa statistics value of 0.826 which implies a credible 82% better
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accuracy than if a random unsupervised classification was adopted. According to Landis and
Koch, 1987, the agreement scale of Kappa value as k>0.75 present excellent, 0.4<k<0.7 present
good, and k<0.4 present poor. In another major study, Monserud, 1990, reported that the Kappa
statistic is poor when k<0.4, fair when 0.40<k<0.55, good when 0.55<k<0.70, very good when
0.70<k<0.85, and excellent when k>0.85. In general, therefore, it seems that the kappa coefficient
value of this study demonstrated an excellent to a very good agreement.

6. CONCLUSION

The OpenStreetMap (OSM) is one of the most popular projects of Volunteered Geographic
Information (VGI) services. The OSM produced geospatial data by non professional volunteers of
varying level of mapping experience. The OSM data does not follow any standard compared to
authoritative or official datasets; therefore it’s necessary to evaluate its quality continuously. The
purpose of the current study was to present a method for assessing the quality of (OSM) semantic
data. The methodology was implemented by designing a program using Matlab 7.10.0
programming language. The program was utilised in the assessment of classification accuracy of
feature categories of OSM data. This was included the construction of confusion matrix and

calculating the overall accuracy, users’ accuracy, producers’ accuracy and kappa coefficient.

The outcome of this investigation showed that the confusion matrix consisted of 543 elements,
which is formed as 16 rows and 16 columns (as illustrated in Fig.4). The number of elements in
each row and column are varying and different based on the number of features in each class. For
instance there are eleven elements in the first column. These classified as six primary roads, three
secondary roads, and two residential roads. Another example of what is meant by different
elements of rows and columns of confusion matrix is the fifth row contains 170 elements. These
distributed as two primary roads, and one hundred and sixty eight as residential roads. The
research has also found that the overall accuracy was 86%; the users’ accuracy was between 32%
and 100%, while producers’ accuracy was between 50% and 100%, and kappa statistics was
0.826. In general, therefore, it seems that the classification accuracy of OSM datasets is acceptable

to some extent.

For future work, it is recommended that the further studies need to be carried out in order to apply
this method with different data sources such as governmental agency data, Google map, and
Wikimapia. Testing semantic accuracy of several geospatial data source can give an idea about the
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possibility of integrating different geospatial datasets to improve and enhance its quality. It is also

suggested that the classification of OSM data can be investigated and assessed based on ontologies

and definitions of online dictionary.
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2015.

Row
Reference Data
Total
(1] 1 2 k ni+
r=l
a
= 1 Ni1 | N12 | Nk N+
2
’é 2 Na1 | N2 | Nk No+
o
o k Nk | N2 | Nik Nk+
Column
Ny n n n n
Total K + ¥2 | Tk

Figure 2. Example of Error Matrix.

226



Number 1 Volume 22 January 2016 Journal of Engineering

—_—_——— e e — —————

Feed the Input

classifications Datasets

|
|
: Filtering OSM feature
|
|
|

Input No. of

Observations; k

Confusion Matrix

Structure Detection

No
Construct the off
elements of
Confusion Matrix Construct the Main
Diagonal of Confusion
Matrix
v
Next

[T~ —-——-———-—= "
|

Output:

Determine: User Accuracy; 2. Confusion Matrix

Procedure Accuracy; 1—»
Kappa Coefficient

1. Classification Accuracy
Indices

End

Figure 3. The Flowchart of the Designed Program.

227



Journal of Engineering

Volume 22 January 2016

Number 1

=) < ™
o o v o ~ - o N
[2101 MOY 9 2 83 5§ »m Y3 g = m Jl~nw~ 3§ <Y
pJeyaio ol o|d olo|o o olojloolo ol o|o m| «
Austonin o < | n| o o o/ o 0 o/ o|o oo o 9 o ¥
eoale
[enuapISaY ol o|o olo|o o o|lo|jloo|lo ol W |o 4N
youd
sp10dS olo|lololo|o oloo|jlojolo | O |0 o|N
BIRUP®ID) |0 o | o |« Oo|o0o|lo o o|lo|lo|lnlo| o|o o|m
Bujaed olo|o olo|olo n|o|o|d|lojo| o oo 9
8 e olo|o olo|o ol olom olo ol o|o o|m
©
)
3
c Janry ol 4 |o|lo|lo|o olo|W|o|lo|lo ol o|o o|«N
o
)
Y—
7}
x - N
Buipping © o/~ 0 0o m ¥ 0 O0l0 o0 o o T ol
yred 4 o|lo|lo|lo|loj o olo|o|o/o| o | oo
abpug olo|loolo|nNn oo o|jo|jojlo o o|o o«
peo. o olo o 8 oo o/lo oclolo o ? o o x
[enuspisey - A -
) )
Moed | o o o/ o|loo o/o|o|o|o o o o o3
eo.J
o%_?_ww N |8 o o+ o § o o|lo|loo o o olR
peod o )
fepuoses | Y R ||| @ o040 jojojolol oo o]
peo. -
Arewiig W m oo/ ~N o o o o|lo|lo|oo| o o o YHY
g - —
] = o | 5| S
SISl | S|Es|lolclElslel || alExslE]l B2
I8l o | Qlocc|sl=®|T| 8| x| = so|l 5|8 c
SlSole| Cloole|ls|l=|2|1<|=|5|8|los|2|6]E
© o - W = |I'% o S [a = x | < % Cl=c| .2 e
E8 | 2 g | @ a5l 8]|8 |S5|0|s
< | 3 o O| & |X O

eieq deyeaaisuado

Figure 4. The Confusion Matrix.
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Figure 5. The Procedure Accuracy of OSM Classifications from 534 Reference Data.
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Figure 6. The User Accuracy of OSM Classifications from 534 Reference Data.

229



