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ABSTRACT

|raq is located near the northern tip of the Arabian plate, which is advancing northwards relative
to the Eurasian plate, and is predictably, a tectonically active country. Seismic activity in lIraq
increased significantly during the last decade. So structural and geotechnical engineers have been
giving increasing attention to the design of buildings for earthquake resistance. Dynamic
properties play a vital role in the design of structures subjected to seismic load. The main
objective of this study is to prepare a data base for the dynamic properties of different soils in
seismic active zones in Irag using the results of cross hole and down hole tests. From the data
base collected it has been observed that the average vertical compressional wave velocities were
ranged from (1125-2500) m/s in the North, (306-1544) m/s in the Middle, (805-1812) m/s in the
western south, (377-1326) m/s in the eastern south and (334-1404) m/s in the South of Irag. And
the average vertical shear wave velocities were ranged from (225-476) m/s in the North, (111-
408) m/s in the Middle, (268-659) m/s in the western south, (131-380)m/s in the eastern south
and (102-365) m/s in the South of Iraq.
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1. INTRODUCTION

Tectonically Iraq is located in a relatively active seismic zone at the northeastern boundaries
of the Arabian Plate .The corresponding Zagros - Tauros Belts manifest the subduction of the
Arabian plate into the Iranian and Anatolian Plates .The seismic history reveals annual seismic
activity of different strength. The north and northeastern zones depicts the highest seismic
activity with strong diminution in the south and southwestern parts of the country.

The territory of Irag, although not directly located on a dense cluster of recent earthquake
epicenters; but the geodynamic configurations show a medium to high seismic risk. This will be
coupled with the increasing vulnerability of the major highly populated cities .The state of
seismological research, seismic monitoring, and seismic hazard awareness have seen better times
during the last two decades, Alsinawi and Al-Qasrani , 2003.

Determination of dynamic soil properties is an utmost critical and important aspect of
geotechnical earthquake engineering problems.. Evaluation of dynamic soil properties by field
tests has a number of advantages, as these tests do not require sampling that can alter the stress
and structural conditions in soil specimens. Further. the tests measure the response of relatively
large volumes of soil. However, these field tests can be again classified based on the range of
magnitude of strain as low-strain and high-strain tests. Low-strain tests are based on the theory
of wave propagation in the materials. Some of the low-strain field tests are seismic reflection
test. seismic refraction test, suspension logging test, steady-state vibration or Rayleigh wave test,
spectral analysis of surface wave test (SASW), seismic cross-hole test, seismic down-hole test
and seismic cone test, Sitharam et al., 2004. The field tests which are generally used in Iraq for
determining the dynamic properties of soils used in designing purposes is the seismic cross-hole
and down-hole tests. So it became necessary to study the dynamic parameters of soils in different
regions of Iraq.

In this study, a data base for the dynamic properties of Iragi different soils using cross hole
and down hole test results will be prepared. This will require getting information for dynamic
soil properties of different zones in Iraq from varying geophysical and geotechnical investigation
tests reports.

2. THEORETICAL WORK

2.1 Resource of Data and Presentation

The current study based on experimental results for underground conditions and the
engineering properties of the various strata of many geophysical and soil investigation reports for
projects in Irag which is collected from engineering consulting bureaus of Baghdad, Al-Nahrain
and Technology universities, also from National Center of Construction Laboratories and
Research (NCCLR), and from other sources. Geophysical and soil investigation reports were for
projects of water treatment plants and pumping stations, multi-story buildings, electrical
substations, stadiums, oil refinery and other projects located at north, middle, western south,
eastern south and south regions of Irag as shown in Table. 1 and Fig. 1.

2.2 Geotechnical and Geophysical Parameters Investigated for Iraq Soils

The geotechnical and geophysical parameters for Iraq soils are collected from different
projects reports as mentioned before, the collection of data was performed depending up on
reports containing both soil investigation and geophysical investigation data, borehole logs of
each report are examined well so as the data of the geotechnical and geophysical investigations
for each project are collected either from the same borehole or two adjacent ones which have the
same soil layers profile. These parameters with their standard units are listed below:
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Ywet : UNit weight [KN/m°]

Yary : dry unit weight [KkN/m°]

¢ : friction angle [°]

¢ : cohesion [KN/m?]

Vs: shear wave velocity [m/s]
V,: compression wave velocity [m/s]

Eq: dynamic modulus of elasticity ~ [KN/m?]

Gg: dynamic shear modulus [KN/m?]

v : poisson's ratio [-]

If there is some unavailable strength soil parameters (¢ or ¢ ) for particular layers within the
reports they would be either evaluated from N value (SPT) or estimated according to type of soil.

3. SOIL PARAMETERS EVALUATION

Soil parameters such as; ywet ,yary , C, ¢ are evaluated from field tests or laboratory tests,
other dynamic parameters such as; Vs and V, are evaluated by geophysical investigations in
which other parameters like; Eq, Gq and v are given by, Doyle, 1995:

Gd:p Vsz (1)
E¢=2Gq (1+v) )

1/2(V,/Vs)?2-1
- [ (= ] ©
p N
3.1 Field Testing
3.1.1 Standard penetration test (S.P.T)
The Standard Penetration Test, or SPT, is the most widely used in-situ test, in a great
variety of geotechnical exploration projects, in Iraq and throughout the world, as an indicator of
the density and compressibility of granular soils. It is also commonly used to check the
consistency of stiff or stony cohesive soils and weak rocks. Estimation of the liquefaction
potential of saturated granular soils for earthquake design is often based on these tests. This test
method provides a soil sample for identification purposes and for laboratory tests appropriate for
soil obtained from a sampler that may produce large shear strain disturbance in the sample,
ASTM D 1586 — 99.
Many local correlations and widely published correlations which relate SPT blow count,
or N-value, and the engineering behavior of earthworks and foundations are available, Fig. 2
shows a useful relationship between N - values and shear wave velocities. Table 2 and Table 3
shows the relationships between N-value and friction angle ¢ and unconfined compressive
strength q, respectively. The test is performed using a barrel split spoon sampler which is driven
into the cased borehole by means of a 65 kg hammer falling freely through a height of 760mm
onto the top of the boring rods as shown in Fig. 3, different methods of releasing the hammer are
used in different countries. The borehole must be cleaned out to the required depth, care being
taken to ensure that the material to be tested is not disturbed. Initially the sampler is driven
150mm into the sand to seat the device and to bypass any disturbed sand at the bottom of the
borehole. The number of blows required to drive the sampler a further 300mm is then recorded:
this number is called the standard penetration resistance (N). The number of blows required for
each 75mm of penetration (including the initial drive) should be recorded separately. If 50 blows
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are reached before a penetration of 300 mm, no further blows should be applied but the actual
penetration should be recorded. At the conclusion of a test the sampler is withdrawn and the sand
extracted. Tests are normally carried out at intervals of between 0.75 and 1.50m to a depth below
foundation level at least equal to the width (B) of the foundation, Craig, 2004. The SPT has been
used for many purposes. At its simplest, it is a low quality sampler. At its most useful it is a
rapid, inexpensive, qualitative test which can provide data even when other techniques of
sampling or testing are not viable or cannot be justified financially. Due to the collected reports
the SPT was performed for each test boring at different intervals depending on the stratification
of the soil.

3.1.2 Field density (Core Cutter Test)

This method provides the determination of bulk field density ywet Of the surface layers of
soil or at the base of test pit; it is suitable for soft fine grained soils. A steel cylinder (core cutter)
is driven into the ground, dug out and the soil shaved off level. The mass of soil is found by
weighing and deducting the mass of the cylinder. Determining the water content of small
samples taken from both ends of the cylinder, BS 1377:1999. Then the dry density yq4y Can be
determined easily after obtaining the water content w% of the soil.

3.2 Laboratory Testing
3.2.1 Solil classification ( Sieve analysis and hydrometer )

According to ASTM D 422-36 this test method covers the quantitative determination of
the distribution of particle sizes in soils. The distribution of particle sizes larger than 75 pum
(retained on the No. 200 sieve) is determined by sieving, while the distribution of particle sizes
smaller than 75 pum is determined by a sedimentation process, using a hydrometer to secure the
necessary data.

3.2.2 Direct shear test

This test method covers the determination of the consolidated drained shear strength of a
soil material in direct shear it is suitable for cohesionless soils. The test is performed by inserting
deformation to a specimen at a controlled strain rate on or near a single shear plane determined
by the configuration of the apparatus. Generally, three or more specimens are tested, each under
a different normal load, to determine the effects upon shear resistance and displacement, and
strength properties such as Mohr strength envelopes, ASTM D 3080 / D3080M-98.

3.2.3 Unconfined compression test

This test method covers the determination of the unconfined compressive strength of
cohesive soil in the undisturbed, remolded, or compacted condition, using strain-controlled
application of the axial load. This test method provides an approximate value of the strength of
cohesive soils in terms of total stresses. This test method is applicable only to cohesive materials
which will not expel or bleed water (water expelled from the soil due to deformation or
compaction) during the loading portion of the test and which will retain intrinsic strength after
removal of confining pressures, such as clays or cemented soils, ASTM D 2166-00.

3.2.4 Unconsolidated undrained triaxial compression test (UU test)

This test method covers determination of the strength and stress-strain relationships of a
cylindrical specimen of either undisturbed or remolded cohesive soil. Specimens are subjected to
a confining fluid pressure in a triaxial chamber. No drainage of the specimen is permitted during
the test. The specimen is sheared in compression without drainage at a constant rate of axial
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deformation (strain controlled). According to ASTM D 2850-95 this test method provides data
for determining undrained strength properties and stress-strain relations for soils.

3.2.5 Consolidated undrained triaxial compression test (CU test)

This test method covers the determination of strength and stress-strain relationships of a
cylindrical specimen of either an undisturbed or remolded saturated cohesive soil. Specimens are
isotropically consolidated and sheared in compression without drainage at a constant rate of axial
deformation (strain controlled). The provided calculations are of total and effective stresses, and
axial compression by measurement of axial load, axial deformation, and pore-water pressure.
This test method provides data useful in determining strength and deformation properties of
cohesive soils such as Mohr strength envelopes and Young's modulus. According to ASTM
D4767-04 three specimens are tested at different effective consolidation stresses to define a
strength envelope. The determination of strength envelopes and the development of relationships
to aid in interpreting and evaluating test results are beyond the scope of this test method and
must be performed by a qualified, experienced professional.

3.2.6 Consolidated drained triaxial compression test (CD test)

This test method covers the determination of strength and stress-strain relationships of a
cylindrical specimen of either intact or reconstituted soil. Specimens are consolidated and
sheared in compression with drainage at a constant rate of axial deformation (strain controlled).
This test method provides for the calculation of principal stresses and axial compression by
measurement of axial load, axial deformation, and volumetric changes. This test method
provides data useful in determining strength and deformation properties such as Mohr strength
envelopes. According to ASTM D7181-11 three specimens are tested at different effective
consolidation stresses to define a strength envelope. If this test method is used on cohesive soil, a
test may take weeks to complete. The determination of strength envelopes and the development
of relationships to aid in interpreting and evaluating test results are beyond the scope of this test
method and must be performed by a qualified, experienced professional.

3.3 Geophysical Investigation
3.3.1 Cross hole test

This technique consists of drilling two to three boreholes to depths below the proposed
foundation and requires the generation of elastic waves at certain depth down a borehole. For
this purpose SPT test hammer was used and the energy is transferred to the base of the borehole
by means of drill rods, Davis and Schultheiss, 1980. Vertical shear and compressional waves
propagating in a horizontal layer were detected by two receivers placed in adjacent boreholes at
the same depth as the energy source, as shown in Fig. 4. Galvanized pipes 7.5cm diameter were
used for casing the boreholes. The space between the pipe and borehole wall was filled by a soil
material to make firm contact between the Galvanized pipes and the borehole shaft.

The measurements were taken using a probe (consists of three geophones, two
horizontal, and one vertical), which get down on casing holes. The results of shear wave velocity
Vs and compressional wave velocity V, were printed on seismic record using (Terraloc ABEM),
ASTM D 4428/D 4428M - 00 .

3.3.2 down-hole test

The basic seismic down- hole test consists of measuring the time of arrival of wave from
a source to a detector which occupies successive positions down a borehole, as shown in Fig. 5,
a three component geophone lowered down and fixed against the soil wall using a clamping
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device so that a good coupling could be made between the instrument and the medium, Davis
and Schultheiss, 1980. The source used for generating elastic wave (compressional and shear
waves) is placed at the surface some distance from the hole and testing is carried out at 3m
interval by striking a plate with impact hammer . The detecting and recording equipment consists
of three component geophones (two are horizontal and one is vertical) (borehole picks) with a
packer to fix the probe at the required depth, coupled to the ABEM Teraloc seismograph which
record the results of shear wave velocity Vs and compressional wave velocity V,, ASTM D 7400
- 08.

4. RESULTS AND DATA BASE PREPARED

Soil shear strength and dynamic parameters for soils in seismic active zones of Iraq from
different locations (North, Middle and South) are collected. They are collected from geotechnical
and geophysical reports of important projects in these zones and are given as database finally
arranged in Table 4.

5. SITE SOIL SEISMIC CLASSIFICATION

Site soil is classified according to the Preliminary draft of Iraqgi Seismic Code submitted to
Central Organization for Standardization and Quality Control COSQC, 2013 and Federal
Emergency Management Agency, FEMA, 2010, as shown in Table 5 and Table 6 respectively
,while according to the European Standard, Eurocode 8, 2004, site soil is classified to type
(A,B,C,D,E S;or S,) as shown in Table 7, depending on one of the three methods:

1. V; value method, the site soil should be classified according to the value of the average shear
wave velocity, Vs3o , which represents a measurement or estimation of average shear wave
velocity in the upper 30 m of soil and could be computed in accordance with the following
expression:

H
Vsgo =T (4)

i=1,N 7,
Vi

where H is the total depth of soil less than or equal to 30m, h; and v; denote the thickness (in
metres) and shear-wave velocity of the i-th formation or layer, in a total of N, existing in the top
30 m.

2. N value method, another method used for site soil classification by N value of SPT (Standard
Penetration Test).

3. S, value method, using the undrained shear strength value s, or ¢, in the classification of site
soil.

5.1 Site Soil Seismic Classification of Iraq Soils

According to the Preliminary draft of lragi Seismic Code, submitted to Central
Organization for Standardization and Quality Control COSQC, 2013, FEMA, 2010 and
Eurocode 8, 2004 Iraq site soils can be classified depending on the average shear velocity Vs as
shown in Table 7. The available geophysical investigations in Iraq provides Vs values for depths
from 10 m to 22m.
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6. CONCLUSIONS
The following conclusions from the collected database may be drawn :

1.

The average vertical compressional and shear wave velocities, as well as, the
corresponding average dynamic moduli for soil layers are shown in Table 4, together
with the soil parameters ywet ,Ydry, C, ¢ evaluated. Thus, database of the soil and dynamic
parameters for seismic active zones in Iraq are prepared to be used as input data for
simulation of different geotechnical problems under earthquake effects using FEM
softwares.
The compressional wave velocities were ranged from (1125-2500) m/s in the North,
(306-1544) m/s in the Middle, (805-1812) m/s in the Western south , (377-1326) m/s in
the Eastern south and (334-1404) m/s in the South of Iraq.
The shear wave velocities were ranged from (225-476) m/s in the North, (111-408) m/s in
the Middle, (268-659) m/s in the Western south , (131-380)m/s in the Eastern south and
(102-365) m/s in the South of Iraqg.
Modulus of Elasticity was ranged from ( 290.15-1409.8 ) MN/m? in the North, (57.9-
1107.4) MN/ m? in the Middle, (457-2472.2) MN/ m? in the Western south , (90.15-
1082.8) MN/ m? in the Eastern south and (61.8-682.52) MN/ m? in the South of Iraq.
Shear modulus of Elasticity was ranged from ( 98.09-475.98 2 MN/ m? in the North,
(20.33-378.73) MN/ m? in the Middle, (154.6-868.03) MN/ m? in the Western south ,
(31.5-374.17) MN/ m? in the Eastern south and (21.23-233.14) MN/ m? in the South of
Iraq.
Iraq site soils are classified according to different seismic codes depending on V; 3 value
as shown in Table 8 , according to the Preliminary draft of Iraqi Seismic Code and
FEMA, 2010 the sites soils are classified as types (E,D and C) while according to
Eurocode 8, 2004 sites soils are classified as types (D, C and B) and concluding that Iraq
soils are ranging between;
a) Very dense soil , soft rock or gravel for WS; and WS; sites of the Western south
region in Irag.
b) Soft clayey soil or loose-to-medium cohesionless soil for M site of the Middle region
in Iraq , also S3 and S, sites of South region in Iraq.
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NOMENCLATURE

¢ = cohesion, kN/m?.
Eq = dynamic modulus of elasticity, kN/m?.
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Gq = dynamic shear modulus, kN/m?.

N = no. of blows for standard penetration test (SPT), blow.

q.= unconfined compressive strength, kN/m?.

V,, = compression wave velocity, m/s.

Vs = shear wave velocity, m/s.

Vs 30= average shear wave velocity in the upper 30 m of soil, m/s.
Yary = dry unit weight, kN/m?.

Ywet = UNit weight, kKN/m?®,

v = Poisson's ratio, dimensionless.

¢ = friction angle, degree.

Figure 1. Projects locations in Iraqg.

Journal of Engineering



Number 7 Volume 22 July 2016 Journal of Engineering

1,800

1,600

L,400

1,200

1,000

Shear Wave Velocity, Vs, ft/sec

K00

600

P51 J, TN D YN N N D N D N N S
1] 25 50 75 100 125 150

N-Value, Ng, (Blows/ft)

Figure 2. Relation between number of blowes per foot in standard penetration test and velocity
of shear waves, after department of defense handbook, 1997.

s mka D Standard Penetration Test (SPT)
S-kg Drop :
Flem s ! Per ASTM D 1586
Repestedly 3
Faling 0.76 m
. : Heed to Correct to a Reference
Arvdl : ¢ i Energy Efficiency of 60%
] (ASTMD 4633)
Bore ok
i
Note: Occasfonal
AR Foutth fecrement Used
to_qmvﬂe_addﬂiom.l
Spit-Barml soil materal
{Irfre) Samplar
IThick Hollow
Tubof
0.0.= 50 mm
1.0, = 25 mm
L = 70 mim
N .
o et
et
a,h £ B : SPT Resistance (-value}
a e 3y Bltstinerement or “Blow Counts” is total
”EE fod il S number of blows to drive-
d 2 S § Second Increment zampler last 300 mm (or
Tl e blows per foot).
= g"ﬂ" et

Third Increment

Figure 3. Standard penetration test ,after Clayton, 1995.

10



Number 7 Volume 22 July 2016 Journal of Engineering

Temaloc
Seismograph
Compressed ar
Plastc pipe {casing)

& A TR |
®
=4
B

L& -
. b
o
5 Path of wertical shear lg
WAWES -
oW
| Down hole compaction | 2
geophone | B
I 1 E
TNTatable Cags L]

Figure 4. Cross hole test procedure, after Davis and Schultheiss 1980.

Temaloc
Seismic
Recorder

P &5 wave source Receiver borehole

EPPESPEPPr PP PPP PP PP PEL P PR PE] |

Y

Downhole 3 cemponent
se1sinic de tector

===

=

Figure 5. Down hole test procedure, after Davis and Schultheiss 1980.

11



Number 7 Volume 22 July 2016 Journal of Engineering

Table 1. The available projects in Iraq with their site areas and symbols.

No. |Zone Site Project Site Symbol
1 Kirkuk Kirkuk North Gas Company 1 June Depot N1
2 | & Kirkuk Kirkuk Cement Factory N2
3 |2 Kirkuk Kirkuk North Gas Company N3
4 Baghdad Al Karkh Pumping Station M
5 Baghdad Al Zawra Stadium M
6 2 Baghdad Eiwa'n Al Madain M3
712 Baghdad Al Taji Stadium M,
8 |2 Baghdad Al Qudus Gas Turbine Power Plant Ms
9 Babylon Hilla Power Plant Ms
10 | ¢ Karbala Karbala Cultural WS,
11 %% Karbala Karbala Al Abbasia Sacred Shrine WS;
12 %U’ Al Najaf Al Najaf Al Salam Housing Complex WS3
13 c Missan Al Amarah Water Intake Depot ES:
14 [ £3[ Missan Halfaya Oil Field ES;
15 | W Missan Missan Oil Export Pipe Line ESs
16 Al Dewaniya Al Dewaniya Pumping Station S1
17 Al Nasiriya Al Nasiriya Qil Depot Sy
18 | £ | Al Nasiriya Al Nasiriya Water Intake Refinery S3
19 |3 | AlBasrah Faw Depot Turbine Sy
20 Al Basrah Al Sheiba Oil Refinery Ss
Table 2. Correlations with N values of cohesionless soils, after Bowles, 1997.
Description Relative Density, Dr (%) | Friction Angle, ¢'(Deg.) N Value
Very loose Less than 15 25 - 28 <4
Loose 15-60 29 - 32 4-10
Medium 60 - 75 33-35 10-30
Dense 75-90 36 - 40 30-50
Very dense Over 90 41 - 45 Over 50

Table 3. Correlations of unconfined compressive strength g,-N value ,after Terzaghi and Peck,

1967.
Consistency N Value qu (KN/m?)
Very soft <2 >24
Soft 2-4 24-50
Medium 4-8 50-100
Stiff 8-15 100-200
Very stiff 15-30 200-400
Hard >30 >400

12
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Table 4. Soil properties in different locations of Iraq .

No

Site

Depth
(m)

Soil Type

WT
(m)

Pwet
(kN/m?)

Ydry
(kN/m?)

C
(kN/m?)

¢
©)

Vp
(m/s)

Vs
(m/s)

Egx10°
(KN/m?)

Ggx10®
(KN/m?)

N1

0-10

Very stiff to hard
brown lean
CLAY (CL)

3.8

20.1

17

130

0

1250

312

585.43

199.53

0.467

0-2.5

Stiff brown
sandy SILT (ML)

19

16.8

32

1125

225

290.15

98.09

0.479

2.5-15

Very stiff to hard
brown lean to fat
CLAY (CL,CH)

>25

20.6

18.2

227

1250

321

634.86

216.38

0.467

15-20

Very dense silty
GRAVEL with
SAND (GM)

20.6

18.2

42

2500

476

1409.8

475.98

0.481

N3

0-10

Stiff to very stiff
brown lean or fat
CLAY (CL,CH)

2.58

21.0

18.1

120

1541

304

585.82

197.91

0.48

M;

0-6

Medium stiff to
stiff brown fat
CLAY (CH)

19.8

15.8

50

641

189

209.16

72.13

0.45

6-12

Very stiff brown
lean CLAY (CL)

0.63

19.0

145

100

675

248

338.44

119.17

0.42

12-15

Medium dense to
dense silty clayey
SAND to silty
SAND with
gravel

19.0

15.0

37

750

225

284.46

98.09

0.45

M,

0-7

Medium to hard
brown lean to fat
CLAY (CL,CH)

19.6

15.8

60

914

276

441.56

152.26

0.45

Very stiff grey
sandy SILT (ML)

20.6

17.1

34

687

195

233.25

79.88

0.46

9-14

Stiff to Hard
brown lean
CLAY (CL)

2.3

20.0

18.0

200

945

221

292.87

99.61

0.47

14-15

Medium to dense
grey silty SAND

20.0

18.1

41

1014

327

628.09

218.09

0.44

M3

0-8.5

Medium to hard
brown lean to fat
CLAY (CL, CH)

20

16.3

35

454

161

151.00

52.8

0.428

8.5-11

Very stiff brown
SILT (ML)

3.86

19.6

17

200

625

232

305.41

107.54

0.42

11-12

Very stiff brown
fat CLAY(CH)

19.6

17.2

240

1000

227

303.29

102.95

0.473
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No.

Site

Depth
(m)

Soil Type WT| puet
(m) | (kN/m?®)

N

Ydry
(KN/m?)

(kN/m?)

@)

Vp
(m/s)

V, | Eax10°|Ggx10°
(m/s)| (kN/m?) | (kN/m?)

My

0-7.5

Stiff to very stiff
brown lean to fat 19.8

171

65

10

841

165 | 162.7 | 54.97

0.48

7.5-11

Medium to very
dense grey silty 19.0
SAND (SM)

16.5

38

1025

279 | 440.3 | 150.8

0.46

Ms

0-1

Brown to grey clayey
silt to sandy silt with
filling materials,

organic to salts (ML)

19.00

15.8

28.7

322

140 105 |37.96

0.383

1-15

Brown to Grey Silty
CLAY to Clayey Silt
(ML,CL,CH)

1311888

14.7

315

776

219|268.9 | 92.34

0.456

15-20

Grey Sand to silty or
clayey SAND to 22.31
Gravilly SAND

17.04

38

1544

408(1107.4|378.73

0.462

0-2.4

Grayish sandy silty
CLAY soil, medium 16.18
consistency 15

14.5

144

306

111| 57.9 | 20.33

0.424

2.4-16

Grayish silty sand

soil, medium dense 18.44

16.5

38

450

183(176.33| 62.98

0.4

10.

WS,

0-4.5

Dense white to
yellow slightly to
moderately gypseous 18.8
SAND with silt to '
silty SAND with
gravel (SP,SM)

18

37

1433

284|457.0 | 154.6

0.478

4.5-
12

Dense to very dense
white to yellow
SAND with silt
(SP,SM)

0.8
194

18

35

1733

550(1727.2|598.46

0.443

12-22

Very dense white to
yellow SAND with
silt to silty SAND
(SP,SM)

194

18

35

1650

563| 1801 | 627.1

0.436

11.

WS;

10.5

Stiff brown silty to
moderatly gypseous 18.5
fat CLAY (CH) 15

14.7

100

1416

312|541.76|183.65

0.475

10.5-
14

ery loose to medium
green to yellow marly 19
SAND (SM)

171

50

1474

289| 479 |161.83

0.48

12.

WS3

0-1.2

Medium- dense light
brown slightly 19.1
gypseous silty SAND '
(SM)

17

43

805

268|458.15| 159.3

0.438

1.2-7

Medium- dense to
very dense light
brown SAND (SP)

091 195

18

40

1450

557|1743.5|616.95

0.413

7-10

Very dense light
brown silty SAND 19.6
(SM)

18

39

1812

659|2472.2|868.03

0.424

14
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No| Site |Pepth Soil Type WT| Puet | Yary | C V, | Vs |Eax10°|Gax10°|
| (m) (M) | (KN/m®) | (kN/m?®) (kNm)| (%) | (m/s) |(m/s)| (KN/m?) | (KN/m?)
Medium stiff to stiff
0-7.6 |brown lean to fat 195|151 | 8 | 0 |500(176|175.96|61.57 |0.429
CLAY (CL.CH)
13[BS1]76.g|Lo0seareysilty 1061 195 | 157 | 0 | 29 |600|200[228.51| 79.51 |0.437
910 | LAY (o) 19.5 | 157 | 60 | 8 | 600 [250346.6 [124.23|0.395
Medium stiff to stiff
0-5 [prown lean to fat 18.0 | 146 | 65 | O |377(13190.15| 31.5 (0.431
CLAY (CL,CH)
W1 ES: | 58 | oAy (cr ey || 195 | 158 | 60 | 0 | 604 |250(347.98)124.28| 0.4
817 | QLAY to) 208 | 15.9 | 60 | 8 [1362]420(1082.8|374.17|0.447
Medium stiff to stiff
0-9 [orown lean to fat 19.7 | 157 | 80 | O |696 |179|188.5|64.37 |0.464
15| ES; CLAY(CLCH)  |o6
Stiff brown lean
9-18 |CLAY (CL) 209 | 16.1 | 60 | O |1167/380(886.78/307.76| 0.44
Brown lean
0-15 CLAY(CL) 185|144 | 94 | 0 |625|188(193.28| 66.65 |0.450
loose grey silty
6l s 1.5-2 SAND layer (SM) 03 20.0 | 15.0 | 0 | 30 {909 |185|213.45| 72.21 |0.478
1 -t Medium stiff to very |
stiff brown to green
2-10 marly lean to fat 19.3 | 14.7 | 60 | 5 |909 |200(232.17| 78.73 |0.475
CLAY (CL,CH)
\Very stiff brown lean
0-4 CLAY (CL) 19.07| 15.1 | 34 | 0 |600 (200(223.45| 77.75|0.437
17| S, Stiff to hard brown | 4
4-10 |lean to fat CLAY 19.93| 15 |112| 0 |750 [240|337.6 |117.1 |0.442
(CL,CH)
Soft to medium
0-12 [Plack, brown, green 195 | 152 | 90 | 3 | 434|110 70.54 | 24.06 |0.466
light, green lean to
fat CLAY (CL,CH)
o 12-14 [00€ drey silty H 208 | 18 | 0 |41 |500|145|129.7 | 44.6 |0.454
SAND (SM) ' ' s
\Very stiff brown,
14-15 green lean CLAY(CL) 208 | 17 |191| O [600|166|170.56|58.45 [0.459
\Very soft to very stiff]
0-10 [prown lean or fat 18.37113.92| 40 | O |550(138|104.6 | 35.7 |0.466
CLAY(CL,CH)
19] s, [10-13 G MY SANP 1019631554 0 | 37 334|103 61.8 | 21.23|0.455
Very soft to very
13-15 | stiff brown lean 20.02116.03| 48 | 0 |450|102|62.57 |21.24|0.473
CLAY (CL)
_ - [Grey gypseous )
2| s, 0-3.7 SAND (SM) P 18.18 5.33(38.6| 566 [230| 244.6 | 87.29 |0.401
' _1=[Grey gypseous silty | ™ )
3.7-15 SAND (SM) 19.16 8.4 140.5/1404|365|682.52|233.14(0.463

15




Table 5. Site soil classification (after the Preliminary draft of Iraqi seismic code, submitted to
Central Organization for Standardization and Quality Control COSQC, 2013 .

Number 7 Volume 22 July 2016 Journal of Engineering

Site Class Definition Vs N or N¢p Su
A >1500 m/s - -
Hard rock
B 760 to 1500 m/s - -
Rock
C 370 to 760 m/s >50 >100kPa
Very dense soil or
soft rock
D 180 to 370 m/s 15t0 50 50 to 100 kPa
Hard soil
E <180 m/s <15 <50kPa
Soft clayey soil i : i i i
Each side section thickness greater than 3m for soil profile of
the following characteristics:
Plasticity Index Pl > 20.
- Water content w > 40%.
- Undrained shear strength S ,<25kPa.
F 1. Soil exposed to possibility of collapse.
Soil types that require 2. Silt and/or clayey soil of high organic content.
a special field 3. Clayey soil of very high plasticity index.
assessment 4. Very thick clayey soil of weak /medium strength.
Table 6. Site class and soil types ,after Fema, 2010.
. General N S
Site Class Description Vs Blows/foot )
>5000 ft/sec -
A Hard rock S1594 m/s -
2500-5000 ft/sec -
B Rock 762-1524 m/s J
Very dense >2000 psf
C soil and 1239&27583 rl;tgec >50 >05kPa
soft rock
1000-2000 psf
. . 600-1200 ft/sec
D Stiff soil 182-365 m/s 15-50 47-95 kPa
: <600 ft/sec <1000 psf
E Soft clay soil <182 m/s <15 <47kPa
F Unstable soils - - )
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Table 7. Ground Types according to the European Standard, after Eurocode 8, 2004.

Ground
type

Description of stratigraphic profile

Parameters

Vs 30
(m/'s)

N SPT

(blows/30cm)

Cu
(kPa)

A

Rock or other rock-like geological formation
including at most 5m of weaker material at
the surface.

> 800

Deposits of very dense sand, gravel, or very
stiff clay, at least several tens of metres in
thickness, characterized by a gradual
increase of mechanical properties with
depth.

360-800

> 50

> 250

Deep deposits of dense or medium- dense
sand, gravel or stiff clay with thickness from
several tens to many hundreds of metres.

180-360

15-50

70-
250

Deposits of loose-to-medium cohesionless
soil (with or without some soft cohesive
layers), or of predominantly soft-to-firm
cohesive soil.

<180

<I5

<70

A soil profile consisting of a surface
alluvium layer with Vs values of type C or D
and thickness varying between about 5 m
and 20 m, underlain by stiffer material with
Vs 800 m/s.

St

Deposits consisting, or containing a layer at
least 10m thick, of soft clays/silts with a
high plasticity index (P1> 40) and high water
content

<100
(indicative)

10-20

Sz

Deposits of liquefiable soils, of sensitive
clays, or any other soil profile not included
intypes AEorS;
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Table 8. Iraq site soil classification.
_ Max. depth of V. Iraqi Seismic
e e investigations(m) | ™) | FEMAZ010 | o
1 N, 10 312 D C
2 N, 20 330 D C
3 Nj 10 304 D C
4 M, 15 217 D C
5 M, 15 245 D C
6 M3 12 177 E D
7 M, 11 190 D C
8 Ms 20 240 D C
9 M 16 198 D C
10 WS, 22 466 C B
11 WS, 14 306 D C
12 WS, 10 514 C B
13 ES; 10 185 D C
14 ES, 17 237 D C
15 ES; 18 243 D C
16 S, 10 198 D C
17 S; 10 222 D C
18 S; 15 116 E D
19 S4 15 124 E D
20 Ss 15 319 D C
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Identificatio n Of Key Factors Affecting Waste Management In Life Cycle
Of The Construction Project By Using Delphi Technique
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Assistant Professor MSc. student
College of Engineering-University of Baghdad College of Engineering-University of Baghdad
E-mail: dr.hatem2999@yahoo.com E-mail: sajadnaji2014@gmail.com
ABSTRACT

The problem of generated waste as a result of the implementation of construction projects, has
been aggravated recently because of construction activity experienced by the world, especially
Irag, which is going through a period of reconstruction, where construction waste represents (20-
40%) of the total generated waste and has a negative effect on the environment and economic
side of the project. In addition, the rate of consumpted amounts of natural resources are
estimated to be about 40% in the construction industry, so it became necessary to reduce waste
and to be manage well. This study aims to identify the key factors affecting waste management
through the various phases of the project, and this is accomplished by using the Delphi
technique. After conducting three questionnaire rounds of the Delphi to a group of experts, the
results of this study identified forty four key factors affecting waste management distributed on
the phases of the project, where found that the factor of frequent errors in the designs has the
highest effect on the design phase, and the factor of the use of construction techniques that do
not generate waste has highest effect on the construction phase. The purpose is to provide data
base for decision-makers to control waste management well to avoid all affecting factors, with
the possibility of building waste management system based on factors effective for each phase.
Key words: phases of construction project; key affective factors; waste management; Delphi
technique.
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1. INTRUCTION

In the construction industry,especially during the construction, renovation and demolition
projects achieving ‘zero waste’ will be a great strategy for a world in an the environmental
crisis, but, this is a highly challenging target in construction. However, by involving and
committing all stakeholders to minimize waste from source and developing a good waste
management strategies by both the reuse and recycle of materials, minimization of construction
waste can be achieved at various phases of a construction project life cycle; and opportunities
and responsibilities lie with all supply chain stakeholders, clients, designers, contractors and
suppliers. The ratio of construction and demolition waste (C&DW) represents (20 — 40) % of
the nation's total waste stream to landfills, Altuncua & Kasapseckina, 2011, and the rate of
consumpted amounts of natural resources were estimated to be about 40% in the construction
industry, Winkler, 2010. Despite some European countries have high rates for reuse and
recycling up to 80%, this rate is still very low in many European countries, therefore, a plan
should developed to make waste re- use, recycling and other material recovery rate increase to a
minimum of 70% by weight in Europe by 2020, it is important publish initiatives that contribute
to an effective waste management approach reaching high rates of construction and demolition
waste recovery, Gangolells et al., 2014. While in Iraq there is no system for managing waste in
construction projects, in addition the relevant previous studies are focused on estimate the
volume of C&DW that will be generated on a site and their impacts only. Fig.1 shows a
construction and demolition waste management framework. Boyle, 2004, reported that the
principles of sustainability greatly contribute to preserving the natural resources and the
environment by reduction of the C&DW quantities and increasing recycling/reusing of
materials. In addition, decrease the environmental impact of construction materials, the term
sustainability refers to development strategies that take into account the requirements of the
present and future generations together and provide a balance of interests that serve all in the
economic, social and environmental fields, so sustainable development is defined as meeting the
needs of present generations without compromising the ability of future generations to meet
their needs and requirements and that the idea of environmental sustainability is based on the
principle of leaving the land in good condition for future generations, Al, 2011. The three
dimensions of sustainability to achieve these requirements, Blair, 2008, are as follows:

1- Social equity: which includes safety at work, standards on consumer protection, and
accessibility requirements for people with disabilities.

2- Integrity environmental: which includes standards on sustainability in relation to
activities such as water and soil quality, the quality of water services and air, building
construction, treatment of waste. Also standards on energy efficiency and renewable
sources and support of the environmentally friendly practices are also included.

3- Economic growth: which provide tools for consolidating innovation, business
transactions and eliminating barriers to trade, and contributing to interoperability and the
dissemination of new technologies. In addtion, to the “toolbox” of standards is used for
conformity assessment, to increase confidence in products and services.

2. DELPHI TECHINEQUE

The Delphi name came from the island of Delphi, which was the hallowed site of the most
respected oracle in ancient Greece, Powell, 2002. A Delphi procedure was selected as the most
appropriate method for attaining consensus in a national panel of the subject matter experts
(SMEs), Farmer, 1998. There are many definitions of the Delphi method. Yousuf, 2007 and
Mayburry, and Swanger, 2010, defined Delphi technique as “a group process involving an
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interaction between the researcher and a group of identifying experts on a specific topic or
topics, usually through a series of questionnaires”. The development of the Delphi technique
started in the 1940s with work of Olaf Helmer, and his associate, Norman Dalky, at the RAND
Corporation, Yousuf, 2007. The development of Delphi was in five stages: secrecy and
obscurity; novelty; popularity; scrutiny; and continuity, Rowe, and Wright, 1999. Finally,
Delphi method has been applied in different fields such as higher education, marketing,
information technology, library and information science, engineering and medicine, and it
became a great assistance tool in reaching important results for a number of difficult issues,
Antoniades, 2014.

2.1 Designing a Delphi Method

As in all applied research, attention must be paid to the detailed planning and then to effective
execution of this study. This section focuses on four elements for planning of Delphi technique,
they are as follows:

1- Problem Definition: A problem definition is an important initial step to ensure that both
the nature and scope of the problem or issue to be investigated, to define expected
outcomes of the study, as well as the appropriateness of the Delphi method to address the
specific problem, Welding, 2013.

2- Selection of Experts: Careful selection of the panel of experts is the keystone to a
successful Delphi study. The key aspects of panel selection include the experts'
qualifications and the size of the participant's commitment, Gohdes, and Crews, 2004.

3- Panal Size: The careful selection of the panel is a key factor in the Delphi method
because it enables a researcher confidently to use a small panel. There is no sample size
advocated for Delphi studies. The literature on this subject suggests that the panel size be
between (15-30) with heterogeneous population and (5-15) for a homogeneous
population, Adler, and Ziglio, 1996. But, Okoli, and Pawlowski, 2004, gave the
appropriate size of the group was between (10-18) experts.

4- Conducting the Delphi Rounds: Developing the questionnaire for rounds also called
questions or iterations etc.) is based upon the clear identification of the study goals, and a
critical literature review, among other preliminary research activities and enables the
researcher to generate question items and response scales tapping the major questions and
issue areas to be measured, and a Delphi study usually involves three or four rounds,
Welding, 2013. The communication between panel members and researcher is usually
conducted by mail, but the growing access to email and the web opens new channels for
group communication that speeds up the timeline from many months to conduct all
rounds in a few weeks, Loo, 2002.

3. IDENTIFICATION OF KEY FACTORS AFFECTING WASTE MANAGEMENT IN
CONSTRUCTION PROJECTS

From the previous studies it was found there were many classifications of the construction
project life cycles. Most, if not all, projects go through a life cycle that varied with the size and
complexity of the project. A project consists of five phases as follows: (Brief Phase, Design
Phase, Procuring Phase, Construction Phase, and Commissioning Phase), while the following
studies: Lu and Yuan, 2011; Llatas, 2013 and Lester et al., 2014, reported the additional
phase in the life cycle of the construction project, it is called Demolition or Decommissioning
phase, this phase bagin when ending the life of the project. So a construction project life cycle
that adopted by the researcher is consists of six phases as follows: (Brief Phase, Design Phase,
Procuring Phase, Construction Phase, Commissioning Phase, and Demolition phase). The
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researcher in this study had used the Delphi method for identifying the key factors affecting
waste management in construction projects in Iraqg, in each phase of project phases there are
three processes:

1- Selection of the expert team.

2- Conducting Delphi rounds.

3- The conclusion.

3.1 Selection of the Expert Team
A group of experts was selected to provide opinions on the key factors affecting on waste
management based on the following criteria:

1. They have extensive working experience in the construction industry in lIrag.

2. They are involved in the management of construction projects in Iraq.
Twenty invitation were sent to individuals to participate. The invitation explained the purpose of
the study; the experts were informed that there would be a number of rounds of questionnaire,
and the method of the distribution of the questionnaire would be either by receiving it directly or
by an E-mail. Sixteen participant responded and agreed to participate, four of them come from
the private sector and twelve from the public sector, all the participating have experience of not
less than twenty years in the construction industry, all experts' information has been listed in
Table 1, the names of experts and their organizations are not revealed for anonymity. The
academic degrees, field of specialization, and work sector for the experts, are given in Figs. 2, 3,
and 4 respectivally.

3.2 Conducting Delphi Rounds

3.2.1 Delphi first round: identifies the effective factors

In the first round of Delphi, the researcher prepared a list of effective factors depending on the
relevnant litretures and studies, this list is distributed on seven groups (according to the six
phases of construction project, as well as other factors), then experts were asked to identify a
specified number of the major factors from this list that they considered affecting waste
management in the construction projects of Irag. Also this list had additional request to the
experts to advise if there are any other factors affecting waste management not listed. The
researcher managed in this round to meet with ten of experts in one place at one time and began
with them a round of brainstorming to identify the factors and for the remaining six experts the
researcher conducted interviews with them for the purpose of answering the questionnaire of the
first round of the Delphi technique.

3.2.1.1 Result and analysis of the first round

The factors identified and suggested by the experts in the first round were carefully analyzed and
a list of factors was formed after excluding the factors which have similar meanings. This list
include seventy four factors in all phases of a construction project, they were prepared to be used
in the second round of Delphi method.

3.2.2 Delphi second round: refining the selection factors

In the second round questionnaire, the experts were asked to indicate the relevant importance of
these seventy four factors that had been identified in the first round of the Delphi method, using
a five-level Likert scale, as follows (very low important, low important, medium important,
highly important, very highly important).
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3.2.2.1 Results and analysis of the second round

Table 2, shows the indication of relative importance of all effective factor in the second round.
This round used the (SPSS) program to conduct the statistical analysis, like Mean (M) and
standard deviation (S.D) according to Eq. (1) & Eq. (2) respectivally. The factors that got
arithmetic mean less than number (3), were removed in third round of the Delphi method,
like,Mayburry and Swagner, 2010, where (1= very low important, 2= low important, 3=
medium important, 4= highly important, 5= very highly important). Forty four factors that
resulted from the second round, were prepared for use it in the third round.

M=[(ZiL1 i fi)/n] (1)
S.D=[(ZI, (i = M)*fi / (Za fOT % @)
Where:

M: mean.

S.D: standard deviation.

Xi : weight value for particular.
fi : number of frequencies.

n : total number of answers.

3.2.3 Delphi third round: degree of consistency

In the third round of Delphi method, experts were asked to re-evaluate the relative importance of
each factor that resulted from the second round by using the same five-level Likert scale. The
aim of third round is to measure the consistency of experts' opinions between the second round
and the third round. If the required consistency is not achieved the researcher will go to the
fourth round for re-evaluation.

3.2.3.1 Result and analysis of the third round

Table 3 shows the indication of relative importance of each factor in third round. In this round
also the (SPSS) program was used to conduct the statistical analysis. The results of the analysis
show that all the factors got arithmetic mean of more than number (3). This means that all the
effective factors that have been obtained from the third round are located between (medium to
very high) importance and this result is similar to the result of the second round where there is no
difference between the two rounds so there is no need to go to the fourth round. The researcher
also conducted the validity and reliability test, for the experts' answers in this round, by
extracting the alpha coefficient - Cronbach by using (SPSS) program, all the values of alpha
were positive, because they reached the minimum value of (0.888), this indicates the answers of
experts in this round, have a high stability and sincerity, while the value of Cronbach alpha
should not be less than (0.70), A2, 2013.

4. CONCLUSIONS

The result of Delphi technique is forty four key factors affecting waste management in all phases
of a construction project and were sorted by importance, starting from the highest for each phase,
as shown in Table 4, found that the factor of weakness in knowledge about the project life cycle
and quantity of the generated waste has highest effect in the brief phase, and the factor of
frequent errors in the designs has the highest effect on the design phase, and the factor of
imposing contractual clauses for the main contractor and sub-contractors in dealing with the
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waste and the method used for their disposal in the procuring phase has highest effect, and the
factor of the use of construction techniques that do not generate waste has highest effect on the
construction phase, and the factor of instructions on how to use and maintain should available for
all occupants of the project has highest effect on commissioning phase, while the factor of use
the high-tech equipment in the demolition process has highest effect on the demolition phase. By
all the key effective factors may manage waste by taking the necessary procedure to address
these factors, so the researcher recommended the following some measures for that purpose: The
need to form a special technical committee to manage the construction waste in large
companies, the need for support from the state to process of construction waste management by
allocating the needed funds to manage waste, work training courses to qualify engineers on
waste management, in addition to held scientific conferences by the government on waste
management, government encouragement of investors to invest in the field of waste recycling,
and the need to use high-tech equipment in the implementation process. In addition, these factors
may be relied on constructing the proposed system for managing waste in construction projects.
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Figure 1. A Construction and demolition waste management framework,Lu & Yuan,

2011.
Table 1. List of qualifications for participants experts in delphi method.
£ S
NO. -%; g" Eng. Field é S | Sector Position Organization
< i
1 Ph.D. Civil 29 Public Construction Consultant Ministry of Construction and
2 | Ph.D. | Civil 28 | Public Academic U:1)?\fflfrf]-3it>/ of X
3 | Ph.D. | Environmental 25 | Public Academic University of Y
4 | Ph.D. | Architecture 21 | Private | Construction Sup. Company
5 Ph.D. Architecture 21 Public Department Manager Minigtry of Construction and
6 | M.Sc. | Civil 26 | Public Resident Engineer u(l)rl:lss:tnr?/ of Construction and
7 M.Sc. | Civil 21 | Public Construction Supervision r/lcl)rl:?s!tnr?/ of Construction and
8 M.Sc. | Architecture 20 | Public Site engineer rllcl)rl:?s:tnr?/ of Construction and
9 B.Sc. Mechanical 37 Public Department Manager u?ﬁlss:tnr?/ of Construction and
Housing
10 | B.Sc. Civil 35 Private Construction Consultant Company
11 | B.Sc. Civil 32 | Private Construction Cons. Company
12 | B.Sc. Mechanical 30 Public Project Manager Minis:try of Construction and
13 | B.Sc. Civil 30 Public Project Manager r/l?glss!tnr?/ of transportation
14 | B.Sc. Civil 25 Public Construction Supervision Minis_try of Construction and
ousing
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15 | B.Sc. Architecture 21 Public Department Manager Ministry of Construction and
Housing
16 | B.Sc. | Electrical 20 | Private | Site engineer Company
Private Sector 25%
Figure 2. Experts from work sector.
P.hD. 31.25%
M.Sc. 18.75%
Figure 3. Experts academics degree.
60% 50%
50%
40%
30%
20%
10%
0%
Architecture Eng. Civil Eng. Electrical Eng. Mechanical Eng.  Environmental
Eng.
Figure 4. Field of specialization for experts.
Table 2. Delphi second round results: the mean and the standard deviation.
No. The Factors N M S.D
The Briefing Phase:
1. | Awareness of the employer and the contractor of the | 15 | 2.75 | 044721
project.
2. | Keeping up the new ideas in the design in order to reduce | 15 |3.8125| 0.75
the waste (the idea of sustainable design).
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3. | Lack of cooperation with the competent authorities. 16 | 3.0625 | 0.85391
4. | Lack of cooperation with the projects by the designers
where the experience and information are limited to the | 16 | 2.6250 | 0.88506
consultant designer.
5. | Negligence in a way of the project management by using
the technical means of modern science in the shipping and 16 3.5 10.89443
the contracting with suppliers.
6 The culture of preserving the environment. 16 4 0.89443
7. | The financial allocation for the project. 16 | 4.4375| 0.62915
8. | Weakness in perception at the beginning of the project in | 16 | 34375 | 0.81394
the subject of waste.
9. | Weakness in the knowledge in the project life cycle and | 16 | 39375 | 0.7719
quantity of the generated waste.
The Designing Phase:
1. | Accuracy in the preparation of BOQ. 16 | 3.8125| 0.83417
2. | Changes in the design because of lack of clarity of the | 14 4 0.5164
requirements of the employer.
3. | Design using lengths and dimensions of the spaces that do | 16 | 3.9375 | 0.68007
not cause waste during execution of the project.
4. | Frequent errors in the designs. 16 |3.8125| 0.75
5. | The design and construction using standard materials. 16 | 3.5625 | 0.81394
6. | Use of prefabricated materials in implementation. 16 25 0.5164
7. | Use of sustainable materials that can be recycled or re-used | 16 | 2.375 | 0.7188
after demolition.
8. | Go to the idea of sustainable design in designs. 16 2.25 | 0.85635
9. | Application of environmental management systems in the | 15 | 21875 | 0.75
designs.
The Rocuring Phase:
1. | Accuracy in the preparation of the contract documents. 16 | 3.5625 | 0.89209
2. | Application of waste management system. 16 4.25 |0.68313
3. | Comprehensive and detailed schedule of all the activities,
as well as a detailed schedule of construction materials to | 16 | 3.625 | 0.88506
be purchased at the site before starting implementation.
4. | Make sure of the executing company's ability to deal with | 14 4 0.6346
waste.
5. | Imposing contractual clauses for the main contractor and
16 |4.4375 | 0.62915

sub-contractors in dealing with the waste and the method
used for their disposal.
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6. | Waste management process coordination with municipal | 1 |3.9375 | 057373
departments.
7. | Estimate the required costs to treat waste, in the contract | 1g 25 | 08165
document.
8. | Incentives and priority in the bidding for the contractorwho | 16 | 225 | 0.7746
has a plan for reducing waste and increasing recycling
9. | Simplify legal procedures for the provision of equipment | 15 |2.1875| 0.75
for waste treatment.
10. | Methods of recycling waste and how use it on the site. 16 | 2.0625 | 0.85391
The Construction Phase:
1. | Activation of advanced technologies for the treatment and | 15 | 4.125 | 0.7188
recycling of waste.
2. |Allowing the use of recycled materials in the| 15 | 2.875 | 0.80623
implementation.
3 Awareness and education in waste management system. 16 3.75 | 0.7746
4. | Bad the planning for the quantities required materials inthe | 16 |4.1875| 0.75
implementation, as well as sequence work activities.
5. | Good storage and improving the traditional construction | 16 |4.0625 | 0.57373
processes.
6. | Putseparate containers according to the type of waste inthe | 15 | 2.75 | 068313
project.
7 The supervision system of the construction waste on-site 16 | 4.3125 | 0.60208
8. | The change in materials, specifications and type during | 16 | 3.75 | 0.60208
execution the project.
9. | The training to reduce the waste. 16 | 3.875 | 0.88506
10. | The use of construction techniques that do not generate | 16 | 4.25 |0.85635
waste.
11. | Weak monitoring and control in the implementation of the | 14 4 | 063246
project.
12. | Workers' productivity and its technical skills. 16 | 4.125 | 0.80623
13. | Efficiency of the sub-contractors and cooperation among | 16 | 2.75 | 0.57735
themselves in the management of waste.
14. | Set a place for sorting waste and do it in the early stage of | 16 | 2.875 | 0.61914
implementation.
15. | Good storage and improving the traditional construction | 16 | 2.875 | 0.34157
process.
16. | Determine the controls on dealing with the originators of | 16 | 2.375 | 0.88506
waste.
17. | Communication and coordination system between the | 15 | 29375 | 0.68007
parties involved in the project.
18. | Technical training courses for project managers, technicians 16 | 29375 | 0.7719

and workers.
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19. | The needs of local markets for construction materials. 16 | 2.875 0.5
20. | Record retention for waste management (quantities, types, | 16 | 2.625 | 0.61914
Etc).
21. | Techniques on use of the handling materials. 16 | 2.9375 | 0.44253
The Commissioning Phase:
1. | Develop a spare plan maintenance. 16 | 3.9375 | 0.68007
2. | Failure Repair the direct water and sewer pipes. 16 | 2.375 | 0.7188
3. | Lack of Periodical maintenance program. 16 4 0.7303
4. | Occupants culture of the building. 16 2.5 0.7303
5. | Penalize the projects that cause waste in the materials used 16 | 3.875 | 0.34157
And also punish for the person's negligence.
6. | Proper storage of the remaining materials and the spare 16 | 3.875 | 0.80623
materials.
7. | up the instructions on how to use and maintain should 16 |4.1875 | 0.83417
available for all occupants of the project.
8. | Referral the management of building during the| 16 | 3.875 | 07188
Commissioning phase to professional people.
9. | The accuracy and good work during maintenance 16 4 0.8165
operations.
The Demolition Phase:
1. | Allow the use of recycled materials. 16 | 2.375 | 0.80623
2. | Appointment of a place to sort the waste, and do this sorting | 1g 4 0.63246
in the early stage of implementation.
3. | Awareness of the employer of issue to take advantage of 16 |3.8125 | 0.65511
the building after the end of the age.
4. | Determine the requirements of the local markets for 16 | 2.625 | 0.88506
construction materials.
5. | Feasibility study on materials resulting from the 16 | 4.0625 | 0.68007
demolition.
6. | Identify the recyclable materials. 16 | 4.125 | 0.80623
7. | Management of database for construction waste 16 |2.8125| 0.75
8. | The use of high-tech equipment in the demolition process. 15 4 0.63246
9. | Tight work site area. 16 |2.5625 | 0.96393
The other factors:
1. | Enact the laws for supporting waste management. 16 | 4.5625 | 0.51235
2. | Encourage citizens to use recycled materials. 16 25 0.5164
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3. | Encouraged by the specialized agencies in this area. 16 | 2.5625 | 0.72744

4. | Increase the fees on mixed waste and reduce fees on 16 | 2.6875 | 0.7932
classified waste.

5. | Number the landfill sites, and thier distance from the 16 | 3.875 | 0.88506
project site.

6. | Putthe severe sanctions by the government for violators of 16 | 4.3125 | 0.47871
the laws relating to construction waste management.

7. | The tax exemption (Do not impose the tax) on the waste 16 425 |068313
treatment equipment.

Table 3. Delphi third round results; mean, standard deviation and cronbach's alpha factor (o).

No. The Factors N M SD a
The Briefing Phase:
1. Keeping up the new ideas in the design in orderto | 16
reduce the waste (the idea of sustainable design). 4.1875 | 0.54391 1 0.957
2. Lack _(_)f cooperation with the competent| 16 34375 | 0.62915 | 0.953
authorities.
3. Negligence in a way of the project management | 16
by using the technical means of modern science in 3.75 0.68313 | 0.953
the shipping and the contracting with suppliers.
4. | The culture of preserving the environment. 16 | 4.3125 | 0.70415 | 0.951
5. | The financial allocation for the project. 16 | 4.1875 0.75 0.948
6. We_akness in perception at the beginning of the | 16 3.8125 0.75 0.951
project to the subject of waste.
7. | Weakness in the knowledge in the project life | 16 43125 | 0.60208 | 0.949
cycle and quantity of the generated waste.
The Designing Phase:
1. | Accuracy in the preparation of BOQ. 16 4.25 0.68313 | 0.925
2. | Changes in the design because of lack of clarity | 16 41875 | 0.40311 | 0.949
of the requirements of the employer.
3. Design using lengths and dimensions of the | 16
spaces that do not cause waste during execution 4.1875 | 0.54391 | 0.908
of the project.
4. Frequent errors in the designs. 16 4.25 0.57735 | 0.908
5. The _deS|gn and construction using standard | 16 40625 | 068007 | 0.912
materials.
The Procuring Phase:
1. | Accuracy in the preparation of the contract| 16 3875 0.7188 |0.935
documents.
2. | Application of waste management system. 16 | 4.3125 | 0.60208 | 0.918
3. | Comprehensive and detailed schedule of all the | 16
activities, as well as a detailed schedule of
construction materials to be purchased at the site 4.25 0.44721 10930
before starting implementation.
4. Make sure of the executing company's ability to | 16 | 4.1875 | 0.54391 | 0.923
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deal with waste.

5. Imposing contractual clauses for the main | 16
contractor and sub-contractors in dealing with the 4.5 0.5164 |0.933
waste and the method used for their disposal.
6. Waste management process coordination with | 16 4.375 05 0.922
municipal departments.
The Construction Phase:
1. | Activation of advz?mced technologies for the | 16 41875 | 0.65511 | 0.969
treatment and recycling of waste.
2. | Awareness of and education in waste | 16 3.875 0.7188 | 0.971
management system.
3. Bad the planning for the quantities required | 16
materials in the implementation, as well as 4.3125 | 0.70415 | 0.970
sequence work activities.
4. | Good storage and improving the traditional | 16 4125 | 061914 | 0.970
construction process.
5. ;r:_es i tseuperV|S|0n system of the construction waste | 16 4375 05 0.973
6. The_ change in materials, s_peC|f|cat|ons and type | 16 3875 | 0.80623 | 0.970
during execution of the project.
7. | The training to reduce the waste. 16 | 4.0625 | 0.85391 | 0.970
8. | The use of construction techniques that do not | 16 44375 | 062915 | 0.972
generate waste.
9. Weak monitoring an_d control in the | 16 41875 | 054391 | 0.972
implementation of the project.
10. | Workers' productivity and their technical skills. 16 | 4.1875 0.75 0.969
The Commissioning Phase:
1. Develop a spare plan maintenance. 16 | 4.0625 | 0.57373 | 0.957
2. Lack of Periodical maintenance program. 16 | 4.0625 | 0.68007 | 0.951
3. Penalize the projects that cause waste in the 16
materials used and also punish for the person's 4.0625 | 0.44253 | 0.971
negligence.
4. Proper storage of the remaining materials and the | 16 4195 0.7188 | 0.952
spare materials.
5. Up the instructions on how to use and maintain 16 43125 | 0.70415 | 0.957
should available for all occupants of the project.
6. Referra_ll t_he_management of bw_ldlng during the | 16 41245 | 061914 | 0.953
Commissioning phase to professional people.
7. | The accuracy and good work during maintenance | 16 41875 0.75 0.955
operations.
The demolition Phase:
1. Appomt_men_t of a place to sort tr_]e waste, and_ do |16 4125 05 0.901
this sorting in the early stage of implementation.
2. | Awareness of the employer of issue to take 16
advantage of the building after the end of the age. 3.9375 | 0.57373 1 0.915
3. Feasibility study on materials resulting from the | 16 4.95 057735 | 0.888

demolition.
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4. Identify the recyclable materials. 16 4.25 0.68313 | 0.905
5. | The use of high-tech equipment in the demolition | 15 495 0.44721 | 0.915
process.
The other factors:
1. Enact the laws for supporting waste management. | 16 4.5 0.5164 | 0.930
5 Numbe_r the _Iandflll sites, and thier distance from 16 | 20625 | 0.85391 | 0.926
the project site.
impose the severe sanctions by the government
3. | for violators of the laws relating to construction 16 | 4.375 0.5 0.909
waste management.
4 The tax exemption (Do_not impose the tax) on 16 | 23125 | 0.60208 | 0.903
the waste treatment equipment.
Table 4. The key factors affecting on waste management during all construction project phases

(starting from higher effect to the least for each phase).

No.

The Factors

The Briefing Phase:

1. | Weakness in the knowledge in the project life cycle and quantity of the generated
waste.

2. | The culture of preserving the environment.

3. | Keeping up the new ideas in the design in order to reduce the waste (the idea of
sustainable design).

4. | The financial allocation for the project.

5. | Weakness in perception at the beginning on the project to the subject of waste.

6. | Negligence in a way of the project management by using the technical means of
modern science in the shipping and the contracting with suppliers.

7. Lack of cooperation with the competent authorities.

The Designing Phase:

1. | Frequent errors in the designs.

2. | Accuracy in the preparation of BOQ.

3. | Changes in the design because of lack of clarity of the requirements of the employer.

4 Design using lengths and dimensions of the spaces that do not cause waste during
execution of the project.

5. | The design and construction using standard materials.

The Procuring Phase:

1. | imposing contractual clauses for the main contractor and sub-contractors in dealing
with the waste and the method used for their disposal.

2. | Waste management process coordination with municipal departments.

3. | Application of waste management system.

4. | Comprehensive and detailed schedule of all the activities, as well as a detailed
schedule of construction materials to be purchased for the site before starting
implementation.

5. | Make sure of the executing company's ability to deal with waste.

6. | Accuracy in the preparation of the contract documents.

The Construction Phase:

1.

| The use of construction techniques that do not generate waste.
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2. | The supervision system on the construction waste on-site

3. | Bad the planning for the quantities of required materials in the implementation, as well
as sequence of work activities.

4. | Weak monitoring and control in the implementation of the project.

5. | Activation of advanced technologies for the treatment and recycling of waste.

6. | Workers' productivity and their technical skills.

7. | Good storage and improving the traditional construction process.

8. | The training to reduce the waste.

9. | Awareness of and education on waste management system.

10. | The change in materials, specifications and type during execution of the project.

The Commissioning Phase:

1. | Upinstructions on how to use and maintain should available for all occupants of the
project.

2. | The accuracy and good work during maintenance operations.

3. | Proper storage of the remaining materials and the spare materials.

4. | Referral the management of building during the Commissioning phase  for
professional people.

5. | Penalizing the projects that cause waste in the materials used
And also punish for the person's negligence.

6. | Develop a spare maintenance plan.

7. | Lack of Periodical maintenance program.

The Demolition Phase:

1. | The use of high-tech equipment in the demolition process.

2. | Feasibility study of materials resulting from the demolition.

3. | ldentify the recyclable materials.

4. | Appointment of a place to sort the waste, and do this sorting in the early stage of
implementation.

5. | Awareness of the employer of issue to take advantage of the building after the end of

the age.

The other factors:

1. | Enact the laws for supporting waste management.

2. | Impose the severe sanctions by the government on violators of the laws relating to
construction waste management.

3. | The tax exemption (Do not impose the tax) on the waste treatment equipment.

4. | Number the landfill sites, and their distance from the project site.
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ABSTRACT

T his research is carried out to investigate the behavior of self-compacting concrete (SCC) two-
way slabs with central square opening under uniformly distributed loads. The experimental part
of this research is based on casting and testing six SCC simply supported square slabs having the
same dimentions and reinforcement. One of these slabs was cast without opening as a control
slab. While, the other five slabs having opening ratios (Og) of 2.78%, 6.25%, 11.11%, 17.36%
and 25.00%. From the experimental results it is found that the maximum percentage decrease in
cracking and ultimate uniform loads were 31.82% and 12.17% compared to control slab for
opening ratios (Or) of 11.11% and 6.25% respectively. Also the results showed that as Og is
increased from 0.00% to 11.11%, a signifacant increase in deflection was occured. While the
increase of Og from 11.11% to 25.00%, a slighlty decrease in deflection was occured compared
to control slab within the entire range of loading starting from first cracking load up to ultimate
load. The theoretical part of this research is adopted for both simply supported and clamped ends
square slabs according to yield line theory. For simply supported slabs, the results showed a
decrease in ultimate uniform loads for Ogr ranging between 0.00% and 25.00%. While beyond
this value, an increase in the ultimate uniform load is occured. In addition, it is found that as Og
was increased; the total ultimate load is decreased. Also from the theoretical analysis for
clamped end slabs it is found that as Or was increased, both the ultimate uniform load and the
total ultimate load were increased.

Key words: self-compacting concrete, square opening, two-way slabs, yield lines, uniform load
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1. INTRODUCTION

Reinforced concrete (RC) slabs are the most common elements in structural buildings and have
been widely used for multi-storey buildings. Openings are often required in slabs for mechanical
and electrical services such as heating, plumbing, electrical wiring, fire protection pipes,
telephone, computer network, water supply, sewerage and ventilating reasons. Meanwhile,
substantial size openings are required by lift, staircases and elevator shafts. The structural effect
of small openings is usually not considered due to ability of the structure to redistribute the
stresses. However, for large openings in slabs can severely reduce the strength and load carrying
capacity of these slabs due to cut out of both concrete and steel reinforcement. This may lead to
decrease the ability of structures to withstand the imposed loads and the structural needs,
Taljsten et. al, 2006; Mota, and Kamara, 2006.

Two- way RC slab is a form of unique construction of reinforced concrete. It is an
efficient, economic and widely used member. It is usually supported by all four sides and the
ratio of long span to short span is less than two. So that, two- way RC slab will deflect in two
directions and the loads are transferred to all supports. In general there are three types of RC
two- way slabs: flat plates, flat slab and slab supported on beams, Wang et. al, 2007.

Self-Compacting Concrete (SCC) is an innovative concrete flows under its own weight
and it does not require any external vibration for compaction. It was first developed in the late
1980’s by Japanese researchers. SCC can flow through restricted sections without segregation
and bleeding and completely filling formwork and achieving full compaction. Such concrete
should have a relatively low yield value to ensure high flow ability, a moderate viscosity to resist
segregation and bleeding, Nagamoto, and Ozawa, 1997 and Khayat, and Ghezal, 1999.

2. STRUCTURAL DESIGN OF REINFORCED CONCRETE SLABS WITH OPENINGS
The design of RC slab with openings is not clearly declared in the BS 8110, 1997. However, the
ACI 318, 2014 Code states that the openings are permitted in new slab system. The ACI Code
provides guide lines for different location of openings in RC flat slabs. Fig. 1 illustrates the
openings size and their locations in flat slab. The flat slab is divided into column and middle
strips in two orthogonal directions. The ACI Code suggestes that any size of opening is
permitted in the area of where middles strip intersects. For opening in the area intersecting
column strip, the permissible opening size is only 1/8 the width of column strip in either span
directions. Finally, for opening in the area that intersecting one column strip and one middle
strip, the maximum permissible opening size is only 1/4 the width of column or middle strip in
either span directions.

3. EXPERIMENTAL PROGRAM

3.1 Introduction

The main purpose of the experimental work is to investigate the behavior of SCC two-way slabs
with central square opening under uniformly distributed load. The primary variable in this
research is the opening ratio (Og) which is equal to the area of opening divided by the area of
solid slab multiplied by 100.
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The standard tests were carried out to determine the properties of hardened concrete and
steel reinforcement. In addition, instrumentation, experimental setup and testing procedures
adopted throughout this investigation are presented.

3.2 Specimens

The experimental work is based on casting and testing six SCC square slabs. All specimens have
the same dimensions of (650x 650x 50 mm) were cast and tested up to failure under a uniform
load. The slabs are designed as simply supported along four edges and supported on the (600 x
600 mm) perimeter at the bottom side of the slabs. One of these slabs was without opening
(solid) which is taken as a control slab and denoted as S-0. While the other five slabs have
different square openings located at the center of slab. Five openings with dimensions (100 x
100, 150 x 150, 200 x 200, 250 x 250 and 300 x 300 mm) were created at the center of the slabs,
so that the opening ratios (Og) were (2.78%, 6.25%, 11.11%, 17.36% and 25.00%) respectively.
These slabs are denoted as S-10, S-15, S-20, S-25 and S-30 for the above opening ratios (Og) as
listed in Table 1.

All specimens were reinforced at bottom with ¢ 2.5 mm @ 50 mm steel bars in both
directions with effective depth (d) of 40 mm, so that the steel ratio (p) is about 0.245% which
lies within the ACI Code limits. Also, each corner of the openings was provided with 2¢2.5 mm
additional diagonal steel bars to prevent stress concentration. Full details of the test slabs are
shown in Fig. 2.

3.3 Material Used for Casting Specimens

3.3.1 Cement

Ordinary Portland cement type (1) was used throughout this investigation. All quantity of cement
was tested chemically and physically. The properties were conform to the Iraqi Specifications
No. 5, 1984. for Portland cement.

3.3.2 Fine and coarse aggregate

Natural sand from Al-Akhaidher quarries was used for SCC mixes. The fine aggregate has
(4.75mm) maximum size with rounded-shape particles and smooth texture. While, crushed
gravel from Al-Sudor region with maximum size of 10 mm was used throughout this research.
The sand and gravel have been washed and cleaned with water several times and they were
conform to the Iragi specification No.45, 1984.

3.3.3 Limestone powder
To produce SCC, crushed limestone powder (LSP) was used in this investigation. This LSP is passed
sieve No. 0.075 mm and tested physically and chemically.

3.3.4 Superplasticizer
Glenium 51 was used in this research as a superplasticizer material to produce SCC. Glenium 51 is
free of chlorides and it was conform to ASTM C494 type A and F.

3.3.5 Steel bars

¢ 2.5 mm plain steel bars were used for reinforcement. For these bars, yield stress (fy) and
ultimate strength (f,) were 590 MPa and 690 MPa respectively. While, the modulus of elasticity
(Es) was 205000 MPa.

37



Number 7 Volume 22 July 2016 Journal of Engineering

3.4 Molds Fabrication

In the present research, six molds were used to cast the specimens. These molds were made from
plywood plates (18 mm) thickness and had a base and four sides to form a square frame. In
addition, five square wooden frames with different opening sizes are fabricated and located at the
center of each slab to form the opening size required. Before casting the SCC, these molds were
oiled and the reinforcement meshes were put into the required position as shown in Fig. 3.

3.5 Mix Design

In the present research, SCC was used for casting the specimens. After several trial mixes
according to recommendations mentioned in The Europeon Guidlines for Self-Compacting
Concrete, 2005, concrete mixture was designed to achieve a cylindrical compressive strength
(f.) of 30 MPa at 28 days. Table 2 illustrates the mix design properties of SCC used in this
investigation.

3.6 Test Rig Components and Loading Procedure
In the present research, the hydraulic testing machine at the Civil Engineering Department Lab.
of the University of Baghdad was used. All specimens were white painted to facilitate the
identification of cracks during the test. All test slabs were mounted on a supporting frame which
have a 30 mm bar welded along each side at the upper of supporting frame to achive simply
supported condition. Several dial gauges were used in this investigation and attached the tension
face of slabs. These dial gauges were located at distances of (150, 175, 200, 225, 250 and 300
mm) measured from supports for control slab (S-0). While for slabs with opening, one or more
dial gauges were excluded according to opening size condition as illustrated in Table 3.

To apply a uniformly distributed load on slabs, an aluminum sand container was put on
the top face of specimens and filled with sand. A steel plate with dimensions of (550 x 550 x 15
mm) was put on sand. Also a steel block of dimensions (550 x 450 x 50 mm) was put on steel
plate to insure full distribution of load on specimens. Hydraulic jack and load cell were put
respectively on steel block. The weight of sand, steel plate, steel block, hydraulic jack and load
cell were taken into account and added to to external applied load. Fig. 4 shows full details of
test rig components and setup of a typical tested slab.

The specimens were uniformly loaded with increasing load until failure. At each load
step, deflections reading by dial gauges were recorded.

4. EXPERIMENTAL RESULTS

All beams were tested up to failure by applying uniformly distributed load with load division of
(10 kN/m?) for steps before cracking. While for steps after cracking, the load division was
reduced to (2.5 kN/m?).

4.1 Cracking and Ultimate Loads Results

All slabs are characterized by the formation of cracks at the tension face of slabs and yield lines
propagated from corner of opening toward corner of supports till failure occur. Fig. 5 shows
tested slabs after forming yield lines and failure. From this figure it could be noticed that for
slabs S-0, S-10 and S-15 only diagonal yield lines were occured. While, for slabs S-20, S-25 and
S-30 additional straight cracks were developed perpendicular to the sides of openings. This
might be due large opening size effect. The experimental results for cracking and ultimate
uniform loads of all specimens are given in Table 4. From this table it could be noticed that the
control slab S-0 had maximum cracking and ultimate load capacities. The cracking and ultimate
uniform loads were decreased as Or was increased from 0.00% to 25.00%. The maximum
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percentage decrease in cracking load was 31.82% for slab S-20 (Or=11.11%) compared to
control slab. Beyond this value of Og, the percentage decrease in cracking load was decreased as
Or was increased from 11.11% to 25.00%.

The maximum percentage decrease in ultimate uniform load was 12.17% for slab S-15
(Or=6.25%) compared to control slab. Byond this value of Og, the percentage decease in
ultimate uniform load was decreased when Ogr was increased from 6.25% to 25.00%. For slab S-
30 (Ogr=25.00%), the ultimate load capacity is approximately similar to value obtained from
control slab. This might be due concentration of the uniform load near supports and increasing
slab stifness. Fig. 6 shows the percentage decrease in cracking and ultimate uniform loads with
increasing opening ratio (Og).

Cracking to ultimate load ratios (wc/wy) were also calculated and listed in Table 4. The
maximum and minimum (wc/w,) ratios are 0.507 and 0.386 for slab S-0 (control) and S-20
(Or=11.11%) respectively.

4.2 Load-Deflection Response

Deflections for each slab have been recorded during the test by using dial gauges located at the
positions listed in Table 3. Fig. 7 shows the load-deflection response for each tested slab at
different dial gauge locations (i.e variable dial gauge locations with constant Og). From this
figure it could be noticed that a linear behavior of the load-deflection response is evident. This
stage covers the region up to the cracking load. Within this stage the materials are still elastic
and no cracks occur in the specimens. When cracks have taken place, a sudden jump in
deflection value was occured. Those cracks are developed as the load increases and the response
changes from linearity to nonlinearity because the rate of increase in deflection with respect to
load continuously increases as the load is increased and the curve behaved nonlinearly as load
increased. Finaly as the applied load approaches its ultimate value, the rate of increase in
deflection is substantially exceeding the rate of increase in the value of applied load till failure
occured. Also it is clear from this figure that for each tested slab, the deflection is increased as
the location of dial gauge is far from supports.

Fig. 8 shows the load-deflection response for each tested slab recorded by same dial
gauge location (i.e constant dial gauge location with variable Og). It is clear from this figure that
the increase in Ogr has a significant effect on deflection through the entire range of loading
starting from cracking load up to ultimate uniform load. For slabs S-10, S-15 and S-20 of Og
(2.78%, 6.25% and 11.11%) respectively, the load-deflection curve showed a significant increase
in deflection values compared to control slab. While for slabs S-25 and S-30 with Og of (17.36%
and 25.00%) respectively, the load-deflection curve showed a slightly decrease in deflection
values compared to control slab. This is might be due to the effect of large opening size on
shifting the concentration of the uniform load towards the supports and that will make the slab
stiffer.

To obtain a reasonable comparison of deflections among tested slabs, Table 5
summarizes the deflection recorded at different locations corresponding to a load level of 130
kN/m? which is about 85% of ultimate uniform load capacity of the control slab. Also Fig. 9
shows the percentage increase and decrease in deflection with respect to distance of recorded
deflection from supports for different values of Ogr . While, Fig. 10 shows the percentage
increase and decrease in deflection with respect to Og for different values of distances from
supports. From these figures and Table 5, it may be noticed that the maximum percentage
increase in deflection is 39.13% for slab S-10 (Or=2.78%) at location of 250 mm from supports.
While, the maximum percentage decrease in deflection is 11.47% for slab S-25 (Or=17.36%) at
location of 175 mm from supports corresponding to a load level of 130 kN/m?.
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5. THEORETICAL ANALYSIS USING THE YIELD LINE THEORY

Simply supported and clamped ends square slabs with central square opening as shown in Fig.11
were considered in this theoretical analysis. These slabs are considered to have isotropic
reinforcement (i.e my = my). Yield lines are assumed to propagate from the corner of opening
toward the corner of slab. Also, these slabs are subjected to a uniformly distributed load (w) and
a unit displacement (A=1) is applied at the edge of opening.

5.1 Case-1 Simply Supported Slab
According to Fig. 11-a, the external work (WE) done by the applied load is given by Eq. (1)

WE = Wy (slab with opening) X 4 {(Z X (L;Z) X %) + ((% X (L - Z) X (L;Z) X g))}

(L-2)(L+22)
WE =w, (slab with opening) {f} (1)

where:
L = dimension of square slab.
Z = dimension of central square opening.

If the positive resistance moment per unit length along the yield lines is defined as (m), the
internal work (WI) done by this moment is given by Eq. (2)

WI = 4mlo
WI =4mx (L —Z) X =
Tz
WI =8m (2)
where:

| = projected length of the yield line.
O = rotation along the yield line.

Equating the external work with the internal work gives Eq. (3) which represents the relation
between (w) and (m) for case of simply supported slab with opening. Multiplying Eg. (3) by the
area of slab (L2-Z%) gives Eq. (4) which represents the relation between total load (P) and (m) for
the same case.

24m

Wy (slab with opening) — m (3)
24m (L+2)
Py (slab with opening) = W (4)

If Z=0 (solid slab) then Eq. (3) gives Eq. (5) which represents the relation between (w) and (m)
for case of simply supported solid slab. While, Eq. (4) gives Eq. (6) which represents the relation
between (P) and (m) for the same case.

24m
Wy (solid slab) = ~z~ (5)
Py (solid slab) — 24m (6)

Hence, the ratio of ultimate uniform load for a slab with opening to ultimate uniform load for a
solid slab (ULR) is given by Eqg. (7). This equation is obtained when Eq. (3) is divided by Eq. (5).
While, the ratio of total ultimate load for a slab with opening to total ultimate load for a solid
slab (TLR) is given by Eq. (8) when Eq. (4) is divided by Eq. (6).
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ULg = Wy (slab with opening) — L? (7)
Wy (solid slab) (L-Z)(L+2Z)

TLr = Py (slab with opening) — (L+2) (8)
Py (solid slab) (L+2Z)

Since, area of solid slab=L?, area of opening=Z* and % Opening ratio (Og) :%x 100
so that Egs. (7 & 8) can be expressed by Eqgs. (9 & 10) respectively.

ULg= Wy (slab with opening) __ 1 (9)
Wy (solid slab _V%OR JY%OR
u (solid slab) 1 - Y(1+ - )
J%0g
TLe= Py (slab with opening) __ 1+ 10 ) (10)
R Py (solid slab) ~ . /%OR
A+—=>)

By using Eqgs. (9 & 10), Figs. 12 and 13 are plotted to represent the effect of Og on the
ULg and TLg values respectively for simply supported square slabs. From Fig. 12 it can be
noticed that for Or ranging between 0.00% to 25.00% the slabs with opening showed decreasing
values of ultimate uniform load with respect to solid slab. The maximum decrease in ULg is
0.889 occured when Og=6.25%. This value is in agreement whith the results obtained from the
experimental test for slab S-15 (Or=6.25%). Also Fig. 12 shows that beyond Og of 25.00%, a
significant increase in the ultimate uniform load is occured. This might be due to concentration
of uniform load near supports for large opening ratios. So that larger load is needed for the
external work to achieve equilibrium with the internal work. For Og=60%, the ultimate uniform
load is about 1.75 times the uniform load of solid slab. From Fig. 13 it can be noticed that as Og
IS increased, the TLg is decreased. For Or=25% and 60%, the total ultimate loads are 0.750 and
0.696 of total ultimate load of the solid slab respectively. It can be also noticed from Fig. 13 that
beyond Og of 25.00%, a continuous decrease in TLg is occured which is unlike the behavior of
ULk noticed from Fig. 12.

Table 6 summarizes the experimental and the theoretical values of ULg and TLg. This
table show good agreement between the experimental and theoretical results.

5.2 Case-2 Clamped Ends Slab
According to Fig. 11-b, the external work done by the applied load is also given by Eqg. (1)
obtained for simply supported slab.

If (B) is defined as the ratio of the negative resistance moment at clamped ends to the
positive resistance moment along the positive yield lines, the internal work done by these
moments is given by Eq. (11)

WI = 4mlO + 43mL0O
WI = 4m x (L — Z) X 1= + 48m X L X 705

2 2
L—Z+RL

WI = 8m(——=>) (11)

Equating the external work given by Eq. (1) with the internal work given by Eq. (11) gives Eq.
(12) which represents the relation between (w) and (m) for clamped ends slab with central
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opening. Total load (P) is given by Eq. (13) which is also adopted by myltipling Eq. (12) by the
area of slab (L%-Z?).
24 m(L—Z+RL)

Wu (slab with opening) = (L-2)2(L+22) (12)
24 m(L-Z+RL)(L+Z)
Py (slab with opening) = (L-2)(L+22) (13)

If Z=0 (solid slab) then Eq. (12) gives Eq. (14) which represents the relation between (w) and
(m) for solid clamped ends slab. While, Eq. (13) gives Eqg. (15) which represents the relation
between (P) and (m) for solid clamped ends slab.

24 m(1+R)

Wy (solid stab) = — 2 (14)
P, (solid slab) = 24m (1+R) (15)

Hence, the expression for ULg and TLg is given by Egs. (16 & 17) respectively.

_ Wu (slab with opening) L?(L-Z+RL)
ULg= —=& = 16
Wy (solid slab) (L=2)2(L+22)(1+B) (16)
TLg= Py (slab with opening) — (L-Z+RBL)(L+Z) (17)
Py (solid slab) L-2)(L+2Z)(1+R)

Also similar to Egs. (7 and 8), Egs. (16 and 17) can be expressed by Eq. (18 & 19).

J%0R
— Wu (slab with opening) __ 1——5*8
Ule= Wy (solid slab) - 3 (%OR) , %OR V%OR (18)
(AR A0+ 500 )
TLR: Py (slab with opening) __ a 10 B)(1+4 10 ) (19)
Py (solid slab ) (1+3)(1_\/‘VZ‘;R)(1+\/%:R)

Figs. 14 and 15 are plotted by using Eqgs. (18 & 19). These figures show the effect of Or
on the ULr and TLg respectively for clamped end slabs for different values of 3. From these
figures it could be noticed that as Or is increased, both ULg and TLg are increased for all values
of 3 except ( R=0.5). When 3=0.5 and for Og ranging between 0.00% to 25.00% the slabs with
opening showed decreasing values of total ultimate load with respect to solid slab. While beyond
Or of 25.00%, a clear increase in the total ultimate load is noticed as shown in Figs. 15. Also
these figures reveal that the increase in ULg and TLg values are increased with increasing the
value of R. For values of 3 (0.5, 1.0, 1.5 and 2.0), the ULk values are 3.73, 4.73, 5.33 and 5.73
respectively for opening ratio (Og)=60%. While TLg values are 1.49, 1.89, 2.13 and 2.29
respectively for the same above values.

6. CONCLUSIONS

1. From the experimental results for simply supported square slabs, the cracking and ultimate
uniform loads were decreased as opening ratio (Og) is increased from 0.00% to 25.00%. The
maximum pecentage decrease in cracking and ultimate loads were 31.82% and 12.17%
compared to the control solid slab for opening ratios (Og) of 11.11% and 6.25% respectively.
Beyond the values of Og=11.11% and 6.25%, the percentages decrease in cracking load and
ultimate uniform load were decreased respectively.
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2. For opening ratio (Og)=25.00%, the ultimate uniform load capacity is approximately similar to
the value obtained for the control solid slab. This might be due concentration of the uniform load
near supports which leads to increase the slab stifness.

3. The maximum and minimum cracking to ultimate uniform load ratios (w¢/wy) were 0.507 and
0.386 for the control solid slab and for the slab with opening ratio (Og) of 11.11% respectively.
4. From the experimental results, it can be noticed that the opening ratio (Og) has a significant
effect on deflection values through the entire range of loading starting from crack and up to
ultimate load. For slabs of Or (2.78%, 6.25% and 11.11%), the load-deflection curve showed a
significant increase in deflection compared to control solid slab. While for slabs with Og of
(17.36% and 25.00%), the load-deflection curve showed a slight decrease in deflection values
compared to the control solid slab.

5. At a load level of 130 kN/m? which is about 85% of ultimate uniform load capacity of the
control slab, it is found that the maximum percentage increase in deflection is 39.13% for slab of
Or=2.78% at location of 250 mm from supports. While, the maximum percentage decrease in
deflection is 11.47% for slab of Og=17.36% at location of 175 mm from supports.

6. Based on the theoretical analysis for simply supported slabs it is found that for opening ratio
(Or) ranging between 0.00% and 25.00% a decrease in ultimate uniform load for a slab with
central opening relative to the ultimate uniform load for a solid slab ratio (ULg) is occured. The
maximum decrease in ULr was 0.889 for Or=6.25%. While beyond Og of 25.0%, a significant
increase in ultimate uniform load is occured. Also according to the theoretical analysis it is found
that the total ultimate load for a slab with central opening relative to the total ultimate load for a
solid slab ratio (TLg) is decreased as Ok is increased.

7. According to the theoretical analysis for clamped ends slab, it is found that as Og is increased,
both ULg and TLg are increased for all values of () which represents the ratio of the negative
resistance moment at clamped ends to the positive resistance moment along the positive yield
lines. Except when the value of =0.5 within Og ranging between 0.00% to 25.00% the TLg is
decreased. While beyond Og of 25.00%, a clear increase in the total ultimate load is noticed.
Also, it is found that as the value of B is increased, both ULg and TLg values are increased.
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NOMENCLATURE

d = depth of steel bars from top fiber of the section

Es =modulus of elasticity of steel bars

fz = cylindrical compressive strength of self-compacting concrete

f, =yield stress of steel reinforcement

f, = ultimate strength of steel reinforcement

L =dimension of square slab.

| = projected length of yield line.

LSP="limestone powder

m = resistance moment per unit length

Ok = opening ratio

P, =total ultimate load

RC =reinforced concrete

SCC = self- compacting concrete

TLr =ratio of total ultimate load for a slab with opening to total ultimate load for a solid slab
ULk =ratio of ultimate uniform load for a slab with opening to ultimate uniform load for a solid slab
W¢r =cracking load

WE =external work

WI =internal work

w, =ultimate uniform load

Z =dimension of central square opening.

R =ratio of negative resistance moment at fixed end to positive resistance moment along positive
yield lines

A =unit displacement

p =steel ratio of section

© =rotation along yield line
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Figure 7. Load-deflection curves for tested slabs at different dial gauge locations.
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Table 1. Properties of tested slabs.
Slab Slab dimensions Opening
desi . center to center of dimensions | % Opening ratio(Og)
esignation
supports (mm) (mm)
S-0 | control 600 x 600 - 0.00
S-10 600 x 600 100 x 100 2.78
S-15 600 x 600 150 x 150 6.25
S-20 600 x 600 200 x 200 11.11
S-25 600 x 600 250 x 250 17.36
S-30 600 x 600 300 x 300 25.00

% Opening ratio (Og) =

Area of openin,
#X 100
Area of soild slab

Table 2. Mix properties for SCC used in this research

Cement Sand Gravel LSP Water Superplasticizer
(Kg/m?) (Kg/m?) (Kg/m?) (Kg/m?) (litter/m?) (litter/m?)
371 845 792 199 185 4
Table 3. Dial gauges location .
) No. of Location of | Location of | Locationof | Location of Location of | Location of
Slab _Openl_ng dial dial gauge dial gauge dial gauge dial gauge dial gauge dial gauge
. . dimensions No.1 from No.2 from No.3 from No.4 from No.5 from No.6 from
designation (mm) GalOes supports supports supports supports supports supports

used (mm) (mm) (mm) (mm) (mm) (mm)

S0 | conwol | - 6 150 175 | 200 225 250 300

(center)

250
S-10 100 x 100 5 150 175 200 225 (edge of N.A
opening)
225
S-15 150 x 150 4 150 175 200 (edge of N.A N.A
opening)
200
S-20 200 x 200 3 150 175 (edge of N.A N.A N.A
opening)
175
S-25 250 x 250 2 150 edgeof | N.A N.A N.A N.A
opening)
150
S-30 300 x 300 1 (edge of N.A N.A N.A N.A N.A
opening)
N.A Not applicable
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Table 4. Experimental cracking and ultimate loads results .

Crackin b Ultimate o
Slab % Opening g Decrease Decrease
. . . Load we, . : load w, . . Wer/Wy,
designation ratio(Og) (kN/m?) in cracking (kN/m?) in ultimate
load load
S-0 | control 0.00 77.0 control 152.0 control 0.507
S-10 2.78 61.0 20.78 134.6 11.45 0.453
S-15 6.25 57.0 25.97 133.5 12.17 0.427
S-20 11.11 52.5 31.82 136.1 10.46 0.386
S-25 17.36 56.0 27.27 141.5 6.91 0.396
S-30 25.00 62.5 18.83 151.2 0.53 0.413
% Decrease :Wcontrolsll/lx;b_wsl;lblw;th openingx 100
control sla
Table 5. Deflections coressponding to a load level of 130 kN/m?.
; el A AA B BB C cc D DD E EE FF
esignation
o9 | 187 | control | 218 | control | 258 | control | 2.92 | control | 3.22 | control | 3.47 | control
(ORS=-2.17%%) 2.42 +29.41 | 2.88 | +32.11 | 3.51 | +36.05 | 3.99 | +36.64 | 448 | +39.13 | N.A N.A
(oRigs.lzi%) 218 | +16.58 | 259 | +18.81 | 3.18 | +23.26 | 3.66 | +25.34 | N.A N.A N.A N.A
S-20
(On=11.11%) 2.00 +6.95 | 239 | +9.63 | 2.89 | +12.02 | N.A N.A N.A N.A N.A N.A
S-25
Owtraewy | 173 | 749 | 193 | -1147 [NA| NA |NA| NA |NA| NA |NA| NA
S-30
Owrsooy | 169 | 963 |NA| NA |NA| NA |NA| NA |NA| NA |NA| NA

A Deflection (mm) recorded at location of 150 mm from supports
B Deflection (mm) recorded at location of 175 mm from supports
C Deflection (mm) recorded at location of 200 mm from supports
D Deflection (mm) recorded at location of 225 mm from supports
E Deflection (mm) recorded at location of 250 mm from supports
F Deflection (mm) recorded at location of 300 mm from supports

XX Percentage increase or decrease in deflection with respect to control slab =

def.control slab—4ef .siab with openingxloo

(+) Sign for increasing in deflection and (-) sign for decreasing in deflection
N.A Not applicable

def .control slab

Table 6. Effect of opening ratio on ultimate loads results for simply supported slabs.

o Experimentally Experimentally Theoretically
Slab- Oper(:ing ULg TLr ULR (Exp.) | TLR (Exp.)
designation | ..~ On) (kl\\ll\;rl:nz) (Erxlf) ULg TLg Aé’p'y(g}g ?Epp?,lig)g ULR (Theo.) | TLR (Theo.)
q. q.

S-0 | control 0.00 152.0 | 54.72 | 1.0000 | 1.0000 | 1.0000 | 1.0000 1.0000 1.0000
S-10 2.78 1346 | 47.11 | 0.8855 | 0.8609 | 0.8999 | 0.8750 0.9840 0.9839
S-15 6.25 1335 | 45.06 | 0.8783 | 0.8235 | 0.8889 | 0.8333 0.9881 0.9882
S-20 11.11 | 136.1 | 43.55 | 0.8954 | 0.7959 | 0.8999 | 0.8000 0.9950 0.9949
S-25 17.36 | 1415 | 42.10 | 0.9309 | 0.7694 | 0.9350 | 0.7727 0.9956 0.9957
S-30 25.00 | 151.2 | 40.82 | 0.9947 | 0.7460 | 1.0000 | 0.7500 0.9947 0.9947

U I—R= Wy (slab with opening) ’ TLR: Py (slab with opening) ’ Pu=

Wuy (solid slab)

Py (solid slab)
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Aluminum Rubbish as a Coagulant for Oily Wastewater Treatment
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Email: hs_fmfm@yahoo.com Email: emamaraed1991@gmail.com
ABSTRACT

In this study an experimental work was done to study the possibility of using aluminum rubbish
material as a coagulant to remove the colloidal particles from oily wastewater by dissolving this
rubbish in sodium hydroxide solution. The experiments were carried out on simulated oily
wastewater that was prepared at different oil concentrations and hardness levels (50, 250, 500,
and 1000) ppm oil for (2000, 2500, 3000, and 3500) ppm CaCos respectively. The initial
turbidity values were (203, 290, 770, and 1306) NTU, while the minimum values of turbidity
that have been gained from the experiments in NTU units were (1.67, 1.95, 2.10, and 4.01) at
best sodium aluminate dosages in milliliters (12, 20, 24, and 28) for oily wastewater of
concentrations (50, 250, 500, and 1000) ppm of oil. Zeta potential and particle size
measurements have been carried out to the samples of oily wastewater before treatment and
during the coagulation- flocculation process at 2, and 22 minutes after the addition of the
optimum coagulant doses in order to determine and investigate the operation conditions. The
results were presented graphically in two dimensional co-ordinates showing particle size
distribution and growth that have (greater intensity, largest volume, and greater surface area) as a
function with time.

Key words: wastewater, emulsion, coagulation, zeta potential, particle size.
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1. INTRODUCTION

With industrial development, there is an increase in the amount of oil used, Oil polluted
wastewater arises from diversity of sources like crude oil production, oil refinery, petrochemical
industry, lubricant, metal processing, cooling agents, car washing, compressor condensates, and
restaurants. Oily wastewater comprises toxic substances such as phenols, poly-aromatic
hydrocarbons, petroleum hydrocarbons, which are inhibitory to plant and animal growth,
equally, carcinogenic and mutagenic to human being. Likewise, oily wastewater comprises high
oil content, chemical oxygen demand (COD) and color. Oil and grease is well-defined as a group
of allied materials rather than a particular chemical composite extractable by certain solvents,
like hexane. They are nonpolar and, as a result, are hydrophobic in nature, Alade et al., 2011.
Oily wastewater pollution is mainly manifested in the following aspects:
(1) affecting drinking water and groundwater resources, endangering aquatic resources; (2)
endangering human health; (3) atmospheric pollution; (4) affecting crop production; (5)
destructing the natural landscape, Yu et al., 2013. Oil and grease in wastewater can exist in
several forms: free, dispersed or emulsified. The differences are based primarily on size. In oil in
water mixture, free oil is characterized with droplet sizes greater than 150 um in size, dispersed
oil has a size range of 20 to150 um and emulsified oil has droplets typically less than 20 um,
Cheryan and Rajagopalan, 1998. Environmental limitations require that highest total oil and
grease concentration in dispose waters to be 10-15 ppm for mineral and synthetic oils and 100—
150 ppm for those of animal and vegetable origin, The World Bank Group, 1999.

Oily waters are commonly in the formula of oil-in-water (O/W) emulsions. Emulsions
are heterogeneous systems in which the external phase (dispersion medium) is water, and the
internal phase (dispersed phase) is oil. Therefore emulsion can be conveniently classified
according to the distribution of oil and aqueous phases. Hence, a system which consists of oil
droplets in an aqueous phase is called as oil-in-water or O/W emulsion and a system with water
droplets dispersed in oil phase is termed as water-in-oil or W/O emulsion. The usage of
emulsifiers, extreme heat, agitation and pumping in the milling process further assist the
formation of these undesirable oil droplets, Sethupathi, 2004. Emulsifiers can be present as
singular molecules in small amounts, or form poly-molecular aggregates which are called
"micelles” Fig.1. The number of molecules per micelle can increase and concentrate at the
interface. They may then become more water soluble or oil soluble and become soluble in one or
the other phase. The function of the emulsifier is to migrate to the interface of the internal and
external phase. It consists of a molecule with a hydrophilic portion and a hydrophobic portion.
At the interface it forms a protective sheath (barrier) around the droplets of the dispersed phase
(oil droplets). It does this in a manner that the hydrophobic end of the molecule migrates or
partitions into the oil droplets and the hydrophilic end stays in the water. The stability that results
from the addition of the emulsifier depends on its physical nature. When well dispersed it forms
an interfacial film around the oil droplets, preventing oil droplets from approaching each other
and coalescing. It accomplishes this by changing the interfacial tension of the internal and
external phase. Emulsions form when the interfacial tensions between oil and water are reduced.
When the interfacial tension value is reduced to zero, an emulsion spontaneously forms. This
means that the surface area of the internal phase, (i.e. the oil droplets) has increased to its
maximum. This means that very fine droplets have formed giving the emulsion a milky
appearance and the oil particles are probably less than 1 micron in size, Alther, 1997. An
important parameter of a surfactant is the hydrophilic-lipophilic balance (HLB), which correlates
surfactant structures with their effectiveness as emulsifiers. The HLB value is given on an
arbitrary scale of 0 to 18. An HLB = 0 corresponds to a completely hydrophobic molecule and
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HLB = 18 would correspond to a molecule made up completely of hydrophilic components: the
higher the HLB number the more hydrophilic is the surfactant. The type of emulsion formed
depends on the type of emulsifier, o/w emulsions are produced with a hydrophilic surfactant
(high HLB), and w/o emulsions are generated by a hydrophobic surfactant (low HLB). This rule
states that, contrary to common sense, what makes an emulsion either o/w or w/o is not the
relative percentages of oil or water, but the phase where the emulsifier is more soluble, Coca et
al., 2011.

Currently the treatment of oily wastewater applies a primary treatment to separate the
floatable oils from the water and emulsified oils. A secondary treatment phase is then required to
break the oil-water emulsion and separate the remaining oil from the water. Several mechanical
processes have been used to try to remove the oil, among which include filtration, and Flotation.
The chemical processes have devised the addition of coagulating or flocculating agent that favors
the formation of aggregates with drops of oil dispersed so that they can be removed mechanically
Rubi et al., 2009. For the present work chemical destabilization (coagulation- flocculation
processes) has been used, coagulation is an essential process in water and industrial wastewater
treatment. It is one of the most important physicochemical processes. Coagulation has been
defined as the addition of a positively charged ion of metal salt or catalytic polyelectrolyte
that results in particle destabilization and charge neutralization . Coagulation targets the
colloid particles of size 107 to 10™ cm in diameter. Flocculation refers to the successful
collision that occurs when destabilized particles are driven toward each other by the hydraulic
shear force in the rapid mix and flocculation basin. It agglomerates of a few colloids then quickly
bridge together to form micro flocs which is turned into visible floc masses. The process of
coagulation separation comprises of four steps. The initial step is simple: the chemical is added
to wastewater. This is followed by the second step, where the solution is mixed rapidly in order
to make certain that the chemicals are evenly and homogeneously distributed throughout the
wastewater. In the third step, the solution is mixed again, but this time in a slow fashion, to
encourage the formation of insoluble solid precipitates. The final step is the removal of the
coagulated particles by way of filtration or decantation. Coagulant chemicals come in two
essential types’ primary coagulants and coagulant aids. Primary coagulants neutralize the
electrical charges of particles into the water which causes the particles to cluster together.
Chemically, coagulants are either metallic salts (such as alum) or polymers. Polymers are
human-made organic composites made up of a long chain of smaller molecules. Polymers can be
either cationic (positively charged), anionic (negatively charged), or nonionic (neutrally
charged). On the other hand, coagulant aid is an inorganic material, when used along with chief
coagulant, increases or quickens the process of coagulation and flocculation by generating quick
forming, thick and rapid-settling flocs, Sahu and Chaudhari, 2013.

1.1 Aluminum Rubbish as a Coagulant
The aluminum rubbish used in this study was dissolved in sodium hydroxide solution to
produce 0.5 M from sodium aluminate according to the following equation:

2AL + 6NaOH —_> 2NazALO; + 3H; 1)

Sodium aluminate is a significant marketable inorganic chemical. It has been used as an
active source of aluminum hydroxide for many applications. The commercial importance of
sodium aluminate is due to the versatility of its technological applications. In water treatment
methods it is used as an assistant to water softening systems, as a coagulant to eliminate
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suspended solids and several metals (Cr, Ba, Cu), and for removing dissolved silica. In building
technology, sodium aluminate is working to increase speed of the solidification of concrete,
generally when working during cold episodes. It is also used in the paper industry, refractory
brick production and alumina production, etc. Furthermore, it is used as a transitional in the
production of zeolites for detergents, adsorbents molecular sieves, and catalysts. Sodium
aluminate aids in the removal process, reacting with the precipitated hardness to form particles
that can be removed more effectively, Makki et al., 2010. Sodium aluminate, which is alkaline,
releases caustic soda and aluminum hydroxide as it dissolves in water.

NasALO; + 3H,0 ——3 AL(OH); + 3NaOH ()

Aluminum hydroxide will produce a gelatinous precipitate of oil and impurities that
presented in water. Also the Hydroxide ion will react with the Calcium bicarbonate and
precipitate it as Carbonate ion which will react with the Calcium ion and precipitate it as salt in
water. Likewise the Hydroxide ion will react with the Magnisium ion and precipitate it as
Magnisium hydroxide, Makki and Omran, 1995.

20H + Ca(HCO;3) =——» CaCO; + 2H;0 (3)
20H + MgSO4 —» Mg(OH)> + SO, 4)
CO + CaSO; w=®» CaCO3z + SOq4 (5)

1.2 Zeta Potential

Nearly all particulate or macroscopic materials in an interaction with a liquid obtain an
electronic charge on their surfaces. Zeta potential is a significant and convenient pointer of this
charge which can be used to expect and regulate the stability of colloidal suspensions or
emulsions, Ferhan, 2014. Negatively charged particulates accumulate positive counter ions on
and near the particle’s surface to satisfy electro neutrality. A layer of cations will bind tightly to
the surface of a negatively charged particle to form a fixed adsorption layer. This adsorbed layer
of cations, bound to the particle surface by electrostatic and adsorption forces, is about 5 °A thick
and is known as the Helmholtz layer (also known as the Stern layer after Stern, Beyond the
Helmholtz layer, a net negative charge and electric field is present that attracts an excess of
cations (over the bulk solution concentration) and repels anions, neither of which are in a fixed
position. These cations and anions move about under the influence of diffusion (caused by
collisions with solvent molecules), and the excess concentration of cations extends out into
solution until all the surface charge and electric potential is eliminated and electro neutrality is
satisfied, Crittenden et al., 2012, this potential is greatest at the surface and decreases to zero at
the bulk of the solution. The potential at a distance from the surface at the location of the shear
plane is called the zeta potential. Zeta potential meters are calibrated to read the value of this
potential. The greater this potential, the greater is the force of repulsion and the more stable the
colloid, Sincero and Sincero, 2003. Electrical double layer around a negatively charged oil
droplet and the distribution of electrical potential around it has been presented in Fig.2.

In aqueous media, the pH of the sample is one of the most important factors that affect
its zeta potential. A zeta potential value on its own without defining the solution conditions is a
virtually meaningless number. Imagine a particle in suspension with a negative zeta potential. If
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more alkali is added to this suspension then the particles tend to acquire more negative charge. If
acid is added to this suspension then a point will be reached where the charge will be neutralized.
Further addition of acid will cause a buildup of positive charge. Therefore a zeta potential versus
pH curve will be positive at low pH and lower or negative at high pH, Malvern Instruments
Ltd, 2011. Theories describing how the charge density around a particle varies with distance
always use the concept of the diffuse double layer. In the simplest theory, the electrostatic
potential decays exponentially with distance away from the shear plane. The inverse of the decay
constant is a distance called the Debye double layer thickness. It is a function of free salt ion
concentration (as embodied in the value of the ionic strength): the higher the concentration, the
faster the decay, the smaller the double layer thickness. At high enough salt, the double layer
collapses to the extent that the ever present attractive van der Waals forces overcome the charge
repulsion. This is one example of the so-called “salting out” effect. Electrostatically stabilized
colloidal suspensions will become unstable with the addition of enough salt, Brookhaven
Instruments, 2015. The effect of the concentration of a formulation component on the zeta
potential can give information to assist in formulating a product to give maximum stability. The
influence of known contaminants on the zeta potential of a sample can be a powerful tool in
formulating the product to resist flocculation for example, Malvern Instruments Ltd, 2011.

1.3 Particle Size and Distribution Application in Water Treatment

Physical properties of particles, such as size, shape, density, porosity, surface charge, and
settling velocity, may influence their behavior in water and have some relationship to water
treatment efficiency. As previously mentioned, particle size is the most significant property
responsible for the stability of colloidal dispersion in water Analysis of sizes of flocs formed in
the coagulation and flocculation processes are not routinely conducted. Particle size distribution
(PSD) analysis can produce direct information about particulate material in water. Through
measuring and analyzing the amount of different-sized particles in the raw water as well as in the
effluent of each unit, we can evaluate water treatment process efficiency, assess operational
problems, and design treatment processes in water and wastewater engineering Geng, 2005.

Dynamic light scattering (DLS) is an important experimental technique in science and
industry. The principle behind dynamic light scattering is particles, emulsions and molecules in
suspension undergo Brownian motion. This is the motion induced by the bombardment by
solvent molecules that themselves are moving due to their thermal energy. If the particles or
molecules are illuminated with a laser, the intensity of the scattered light fluctuates at a rate that
is dependent upon the size of the particles as smaller particles are “kicked” further by the solvent
molecules and move more rapidly. Analysis of these intensity fluctuations yields the velocity of
the Brownian motion and hence the particle size using the Stokes-Einstein relationship. Note that
the radius that is measured in DLS is a value that refers to how a particle diffuses within a fluid
so it is referred to as a hydrodynamic diameter Fig.2. The radius that is obtained by this
technique is the radius of a sphere that has the same translational diffusion coefficient as the
particle, Murarishetty, 2012.

The Intensity Distribution defines how much light is scattered by the particles in
different size bins. This distribution is the most truthful and dependable distribution, and is
closely related to the raw measurements that the instrument takes. When understanding these
data, it is imperative to save in mind that there is a very strong dependency of the intensity of
light scattered, with respect to particle diameter. These two values have a sixth-power
relationship, which incomes, for example, that a 100 nm particle will scatter one million times as
much light as a 10nm particle The Volume Distribution measurement displays the entire volume
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of particles in the different size bins. This distribution is calculated from the intensity
distribution, the visual possessions of the material (specifically, Refractive Index and Absorption
at 632 nm), and the formulation for the volume of a sphere: V = (4/3) nr’. Note in the
formulation, that particle diameter (or more definitely, radius) has a third power relationship with
volume. This means that, alike to the intensity distribution, the volume distribution will be extra
heavily weighted towards the larger, more voluminous particles in a distribution, Nanocomposix
Laboratory, 2015. In any DLS measurement, the Surface Area standpoint is resulting from the
Intensity (Volume) data; since it involve expectations about particle shape, this viewpoint is
somewhat detached from the original data and may be less accurate for your measurement,
MNC, 2014.

2. EXPERIMENTAL WORK
2.1 Materials
2.1.1 Hard water preparation

The hard water, its solutions, and reagents have been prepared according to the (US
EPA, 2013).

2.1.1.1 Hard water solutions and reagents

A. Hard Water Solution 1

7.94 g MgCl;, (anhydrous) or 16.94 g (MgCl,-6H,0), and 18.50 g CaCl,, have been
dissolved in boiled de-ionized H,0, and then brought to a volume of 250 mL volumetrically .
B. Hard Water Solution 2

14.01 g NaHCOg, (Table 3.4) has been dissolved in boiled de-ionized H,O; and then
brought to a volume of 250 mL volumetrically.

The two solutions have been filtered and sterilized by using a 0.2 um filter unit. These
two solutions have been used for the preparation of hard water at various concentrations.

2.1.1.2 Hard water (as CaCQO3) preparation

1 mL of hard water solution 1 has been added for each 100 ppm of hardness desired. For
example, for the preparation of 1 L of 400 ppm hard water, 4 mL hard water solution 1 and 4 mL
hard water solution 2 have been added to a 1 L flask and bring to volume with sterile de-ionized
water. The pH of the hard water sample has been determined. The pH should be between 7.6 and
8.0.

2.1.2 Mixed emulsifier preparation
A mixture of two emulsifiers has been used for the O/W emulsion preparation, where a
mixture of 38% Span 85 and 62% Tween 80 has been used for the mixed emulsifier preparation
.The calculation of how much of Span 85to blend with Tween 80 to attain a given HLB
(hydrophilic- lipophilic balance) of X (oil HLB), the following equations have been used, Croda
Europe Ltd, 2010:
X—HLB of B)
A% = (HLB of A—HLB of B)

(6)
B% =1—-A% (7)

2.1.3 Oily wastewater (emulsion) preparation
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Oil in water emulsion was prepared by mixing of oil, mixed emulsifier, and the prepared
hard water. The emulsion was prepared by using homogenizer of 10000 rpm for 30 seconds.
Gasoline and diesel fuel engine oil (Helix 15W-40) has been used in this preparation .The
percent of the emulsifier has been taken as 10% of the oil (i.e. for 1000 ppm of oily water 0.9 g
of oil and 0.1 g of the mixed emulsifier has been used per 1 liter volume).The emulsion has been
prepared at different oil concentration and hardness levels. The oily wastewater has been
prepared at four different hardness levels (2000, 2500, 3000, and 3500) ppm for (50, 250, 500,
and 1000) ppm oil concentrations respectively.

2.1.4 Coagulant preparation

Aluminum rubbish has been brought from aluminum factories waste. Sodium Hydroxide
(NaOH) solution was prepared at a concentration of 1.5 M by dissolving 30g of NaOH in 500mi
of deionized water. Sodium Aluminate was prepared at a concentration of 0.5 M by dissolving
6.75g of aluminum rubbish in NaOH solution. The reaction has been completed when all the
aluminum dissolved in NaOH and Sodium Aluminate has been produced. The reaction container
must not be covered during the reaction because of the hydrogen gas releasing.

2.2 Methods

1. For jar testing, a conventional unit capable of variable speeds from (50 — 250) rpm was used
with six beakers, each 1000 ml in capacity.

2. System type Lovibond instrument has been used for turbidity measurement with a turbidity
range from (0 to 800) NTU.

3. The pH values of the samples were measured by one device which is (Model 2906, Jenway
Ltd, UK) with a pH range (0-14) pH.

4. The hardness of water was measured in parts per million (ppm), expressed in terms of
Calcium as CaCOg3. Actually the hardness is due both to Calcium and Magnesium salts, but the
two are determined together in the titration.

5. The measurements of the oil content in water samples have been done by a simple device
TD500-D™Handheld Oil in water meter.

6. The zeta potential has been measured by Zeta-Meter System 4.0, Zeta-meter, Inc.

7. The particle size measurement have been done by Nano Brook zeta plus device (zeta potential
and particle size analyzer), Brookhaven Instrument.

2.3 Procedure

Six dosages (4 ml, 12 ml, 20 ml, 24 ml, 28 ml, and 32 ml) of the chemical coagulant
(Sodium Aluminate) have been added to the O/W emulsion. The jar tester has been worked at a
high speed of 250 rpm for two minutes (Coagulation process), and then slow mixing at a speed
of 50 rpm for 20 minutes (Flocculation process). After the slow mixing the tester has been
stopped to allow the settling operation for 15 min, and after settling, samples of the clear part of
water have been taken for farther analysis (i.e. turbidity, pH, hardness, and oil content
measurements). From the turbidity measurements the optimum dose has been found for each
concentration. The zeta potential measurements have been done to the optimum dose of chemical
coagulant for each selected concentration of oil and hardness and to the oily wastewater before
treatment. The measurement samples have been taken after the addition of the optimum dose and
during jar testing at time of 2 min (after coagulation), at 22 min (after flocculation), and after the
sedimentation. Likewise the particle size measurements have been done to the optimum dose of
chemical coagulant for each selected concentration of oil and hardness. The particle size
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measurements were done to the oily wastewater before the treatment and after the addition of
the optimum dose, during jar testing samples of water have been taken at time of 2 min (after
coagulation) and at 22 min (after flocculation). All the water samples have been filtrated with a
whatman 44, 3um pore size filter paper before measurement.

3. RESULTS AND DISCUSSION
3.10ptimum Coagulant Dosages

Figs.3 to 6 illustrate the results of the effect of different dosages of sodium aluminate as
a coagulant on the residual turbidity through coagulation-flocculation and settling time. The
residual turbidity has been decreased as the sodium aluminate dose increased until reaching the
minimum value of turbidity at the optimum coagulant dose, then the turbidity has been increased
with increasing sodium aluminate dosages. This may be explained as the particulates can be
destabilized by adsorption of oppositely charged ions or polymer. Most particulates in natural
waters are negatively charged (oils, clays, humic acids, and bacteria) in the neutral pH range (pH
6 to 8); consequently, hydrolyzed metal salts can be used to destabilize particles through charge
neutralization. When the proper amount of coagulant has adsorbed, the charge is neutralized and
the particle will flocculate. When too much coagulant has been added, the particles will attain a
positive charge and become stable once again. For coagulant dosages up to optimum value, the
electrophoretic mobility becomes more positive and the amount adsorbed increases. Higher
dosage causes charge reversal, particle stability, and a higher residual turbidity. At the optimum
dosage of coagulant, the particle charge is just neutralized and the collision efficiency reaches a
maximum value and this agreed with Makki et al., 2010. The minimum values of turbidity that
have been gained from the experiments in NTU units were (1.67, 1.95, 2.10, and 4.01) at
optimum sodium aluminate dosages in milliliters (12, 20, 24, and 28) for oily wastewater of

concentrations(50, 250, 500, and 1000) ppm of oil respectively.

3.2 Effect of Coagulant Dosages on pH Value

Sodium aluminate is a very strong alkaline .The reasons for the addition of some form
of alkali were to establish the optimum pH value at which coagulation can take place and to rise
the final pH value after treatment to reduce corrosiveness. In coagulation, the pH value is
important. Floc formed in any given water tends to be heaviest at specific pH value Putros,
2001. The effect of adding sodium aluminate on the pH value has been illustrated in Fig.7, where
the increase of sodium aluminate dosages from 4 ml to 32 ml has been increased the pH value of
the water of four different concentrations (50, 250, 500, and 1000) ppm with increasing rate of
(46, 49, 52, and 52) % respectively.

3.3 Effect of Coagulant Dose on Hardness (CaCo3) Removal

The oily wastewater has been prepared at four different hardness levels (2000, 2500,
3000, and 3500) ppm for (50, 250, 500, and 1000) ppm oil concentrations respectively. Fig.8
illustrates the effect of sodium aluminate coagulant on the oily wastewater hardness, where the
hardness has been decreased with the increase of the sodium aluminate dose, this can be
explained as the Hydroxide ion will react with the Calcium bicarbonate and precipitate it as
Carbonate ion which will react with the Calcium ion and precipitate it as salt in water. Likewise
the Hydroxide ion will react with the Magnisium ion and precipitate it as Magnisium. The
removal rates were (77, 90, 84, and 93) % for (2000, 2500, 3000, and 3500) ppm hardness levels
of (50, 250, 500, and 1000) ppm respectively oily wastewater at the optimum coagulant dose.
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3.4 Effect of Coagulant Dose on Oil Removal

Jar tests were performed using the prepared oily wastewater and the experimental results have
been shown in Fig.9. The results suggest that the oil in water can be effectively removed by a
suite coagulation, flocculation, and sedimentation processes, where the residual oil concentration
has been decreased with the increase of the coagulant dose and this can be regarded that Oil
droplets in an O/W emulsion exhibit a net charge the droplet surface. It is usually negative
charge, if aluminum ions of positive electric charge are added, it neutralizes the electric negative
charge, precipitate the oil particles and other presented pollutants in the wastewater, as
hydroxides and facilitate their removal by physical separations through the sedimentation
process. The oil removal rates were (100, 93, 96, and 97) % for oily wastewater of oil
concentrations (50, 250, 500, and 1000) ppm respectively. The behavior observed in the oil
removal denotes that the amount of sodium aluminate coagulant necessary to produce the
destabilization of the emulsion is proportional to the oil concentration.

3.5 Zeta Potential Measurement

Fig.10 illustrates the effect of time of coagulation, flocculation and sedimentation on
the value of zeta potential. Initially the zeta potential has been measured for the prepared oily
wastewater (O/W emulsion) and the values were (-36, -35, -31, and -26) mv for oil
concentrations of (50, 250, 500, and 1000) ppm respectively, so the prepared emulsions of
concentrations of 50, 250, and 500 ppm oil are considered to be moderately stable because their
zeta potential values were in the range of (-31 to 40), but for the emulsion of 1000 ppm oil
concentration it considered to be plateau of slight stability because its zeta potential value was in
the range of (-21 to -30). The time variation in the zeta potential that has presented in Figure 8
suggests that the addition of AL*® ions neutralize the negative charges on the particle surfaces.
The zeta potential that has been measured at pH=7 becomes positive when the emulsion is
demulsified, and this can be explained as that initially, the negative colloid attraction effects
some of the positive ions to form a definitely attached layer round the colloid surface, this layer
of counter ions is identified as the stern layer, because of that the zeta potential will be a positive
value. During flocculation the additional positive ions are still attracted by the negative colloid
so the value of the zeta potential raises more until the colloids are repelled by the positive stern
layer as well as by the other near-by positive ions that are trying to reach to the colloid. After
sedimentation all the agglomerates have been settled out of the water, so the values of the zeta
potential will be negative again due to the remained (OH-) ions in the water, except for 28 ml
coagulant sample where the zeta potential value has been remained positive after sedimentation
and this may be due to the remained positive charge flocs that didn’t settle out and may need
more sedimentation time.

3.6 Particle Size Measurements

Several experimental runs have been carried out to examine the particle size of oily
wastewater before the clarification process (i.e. before treatment), after coagulation-filtration,
and after coagulation-flocculation-filtration without the sedimentation step in order to study the
effect of the coagulation and flocculation time on the effective diameter, volume, surface area,
intensity (i.e. the fate of Nano particles and flocs), where the fate of the larger particles and flocs
is well known during coagulation and flocculation process.
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3.6.1 Effective diameter of the particles of highest intensity

DLS experiment first order result is the intensity distribution of particle sizes. According
to the scattering intensity of each particle fraction or family the intensity distribution is logically
weighted. Fig. 11 illustrates the relation of the effective diameter of the particles that have the
highest intensity and time. The effective diameter has been measured for oily wastewater and the
results before treatment were (310.95, 543.13, and 575.88) nm for concentrations of (250, 500,
and 1000) ppm oily wastewater respectively. The particle size is an indicator of the emulsion
stability and the type of the oil in water, where smaller particle sizes and higher surface charge
(zeta potential) will typically improve suspension and emulsion stability, and therefore the 250
ppm oily wastewater emulsion is more stable than the others, and since all the particle sizes are
below 5 microns so the oil can be considered dissolved in water. After coagulation —filtration
process, the effective diameter of the particles has been increased to (323.38, 587.26, and
577.63) nm for concentrations of (250, 500, and 1000) ppm oily wastewater respectively, and
after coagulation — flocculation —filtration, the effective diameter has been more increased to
(329.89, 668.87, and 762.05) nm for concentrations of (250, 500, and 1000) ppm oily wastewater
respectively. This can be explained as that the effective diameter is the hard sphere diameter
where this hard sphere diffuses at the identical speed as the molecule or particle being measured.
The translational diffusion coefficient will not only depend on the particle size “core”, but also
on any surface structure, the concentration, and type of ions in the medium. The medium ions
and the total ionic concentration may affect the diffusion speed of the particle by varying the
electric double layer thickness during coagulation and flocculation. Any variation in the particle
surface that affects the diffusion speed will correspondingly change the particle apparent size,
where smaller particles are further “reflexed” by the molecules of the solvent and move more
rapidly and vice versa.

3.6.2 Diameter of the particles of highest surface area

Before treatment the diameters of the particles and flocs that have the highest surface
area were (455, 320.25, and 669) nm for oily wastewater of concentrations (250, 500, and 1000)
ppm respectively. After coagulation —filtration step the results were (332, 332, and 790) nm for
oily wastewater of (250, 500, and 1000) ppm oil respectively, so the diameters have been
increased after this step except for 250 ppm oil concentration and this can be due to the high
speed of mixing (250)rpm during this step. After the coagulation- flocculation- filtration step the
results were (487.5, 660, and 410) nm for (250, 500, and 1000) oily wastewater respectively and
there is an increase in the diameters except for the 1000 ppm oily wastewater, so for this
concentration this step is not sufficient. Fig.12 illustrates the relation between the time and the
surface area that has been calculated depending on the assumption that the particles and flocs
have the form of a spherical ball.

3.6.3 Diameter of particles of highest volume

Before treatment the results were (462, 850, and 1342.85) nm for oily wastewater of
concentrations (250, 500, and 1000) ppm oil respectively. After coagulation-filtration step the
results were (1002, 1690, and 860) nm for wastewater of (250, 500, and 1000)ppm respectively,
so there is an increase in the diameters except for the 1000 ppm concentration sample and this
may be explained as it need more time to achieve a larger diameter. After coagulation-
flocculation —filtration step the diameters have been decreased to the values (782.5, and 1062)
nm for the wastewater of concentrations of (250, and 500) ppm oil respectively, and increased
for the 1000 ppm oil wastewater to (1524) nm, in spite of that there is an increment in the

64



Number 7 Volume 22 July 2016 Journal of Engineering

diameter values after this step than the values before treatment. Fig.13 illustrates the relation
between the time and the volume that has been calculated depending on the assumption that the
particles and flocs have the form of a spherical ball.

CONCLUSIONS

1. Successful in using aluminum rubbish as a coagulant for oily wastewater treatment with
removing the bicarbonates, calcium, and magnesium ions that causing hardness and this
coagulant can be used for treating the oily wastewater from different industries.

2. Within the range of the oil concentrations that have been studied, the optimum coagulant
doses were (12, 20, 24, and 28) ml for oily wastewater of (50, 250, 500, and 1000)ppm oil and
(2000, 2500, 3000, and 3500) ppm CaCog respectively.

3. The pH values increases with increasing the coagulant dose, while the hardness level (CaCos
concentration), and the oil content decreases with increasing the coagulant dose.

4. Zeta potential values have been reversed from negative to positive charge values after the
coagulation-flocculation process, where the initial values were (-36, -35, -31, and -26) mv, while
the final values after coagulation-flocculation process were (20.2, 29.1, 24.56, and 27) mv for
oily wastewater of initial concentrations (50, 250, 500, and 1000) ppm of oil respectively.

5. The results were presented graphically in two dimensional co-ordinates showing particle size
distribution and growth that have (greater Intensity, largest volume, and greater surface area) as a
function with time. For the particles and flocs that have the highest intensity the initial effective
diameter values were (310.95, 543.13, and 575.88) nm, while the final values after coagulation-
flocculation process were (329.89, 668.87, and 762.05) nm, but for the particles and flocs that
have the highest surface area the initial diameter values were (455, 320.25, and 669) nm, while
the final values after coagulation-flocculation process were (487.5, 660, and 410) nm, while for
the particles and flocs that have the largest volume the initial diameter values were (462, 850,
and 1342.85) nm, while the final values after coagulation-flocculation process were (782.5,
1062, and 1524) nm for oily wastewater of initial concentrations (250, 500, and 1000) ppm of oil
respectively.
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NOMENCLATURE

A%= volume percent of Tween 80 emulsifier.

B%= volume percent of Span 85 emulsifier.

X=HLB number of oil has been used for emulsion preparation (HLB=10 for Helix oil).
HLB of A = hydrophilic- lipophilic balance of Tween 80 =15.

HLB of B = hydrophilic- lipophilic balance of Span 85 = 1.8.
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Abbreviations

API American Petroleum Institute
COD Chemical Oxygen Demand
DAF Dissolved Air Flotation

DLS Dynamic Light Scattering

Dp Particle Diameter

HLB Hydrophilic Lipophilic Number
MF Microfiltration

NF Nanofiltration

NTU Nephelometric Turbidity Unit
O/W Oil in Water Emulsion

RO Reverse Osmosis

UF Ultrafiltration

W/O Water in Oil Emulsion

' g
%?E* T g;fw

Qil-in-water (O/W) Water-in-oil (W/Q)

Figure 1. Surfactant stabilized micelles, Sethupathi, 2004.
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Figure 7. pH vs. coagulant dose.
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ABSTRACT

Hydrogen fuel is a good alternative to fossil fuels. It can be produced using a clean
energy without contaminated emissions. This work is concerned with experimental study
on hydrogen production via solar energy. Photovoltaic module is used to convert solar
radiation to electrical energy. The electrical energy is used for electrolysis of water into
hydrogen and oxygen by using alkaline water electrolyzer with stainless steel electrodes.
A MATLAB computer program is developed to solve a four-parameter-model and
predict the characteristics of PV module under Baghdad climate conditions. The
hydrogen production system is tested at different NaOH mass concentration of (50,100,
200, 300) gram. The maximum hydrogen production rate is 153.3 ml/min, the efficiency
of the system is 20.88% and the total amount of hydrogen produced in one day is
220.752 liter.

Key words : photovoltaic module, four parameter model, electrolyzer, hydrogen.
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1. INTODUCTION

Solar energy presents the prime source of energy for life on earth, Sharma, et al., 2009.
Photovoltaic (PV) is the most direct way to convert solar radiation into electricity,
Pamplona, 2008. Hydrogen gas is a good alternative to fossil flues, when considering
environmentally friendly hydrogen production, the obvious choice for the input energy is
renewable energy, mainly solar energy, Dincer, and Joshi, 2013. Increasing the
temperature of water and electrolyte concentration led to net increase of volume flow of
hydrogen gas and efficiency of the electrolyzer, Chennouf, et al., 2012. Different
electrodes(aluminum, stainless steel, graphite) used in hydrogen production using
photovoltaic cell, the highest accumulative hydrogen gas was obtained with aluminum
electrodes and the lowest was with graphite electrodes, kargi, 2011. Increase the
electrical efficiency of the PV-electrolysis system by matching the maximum power
output and voltage of the photovoltaic to the operating voltage of a proton exchange
membrane (PEM) electrolyzer by using DC-DC convertor connected to the PV power
circuit (battery system) studied by, Gibson, and Kelly, 2010. The objectives of this
work are to evaluate theoretically and experimentally the photo-hydro characteristics of
solar hydrogen generator under outdoor test for Iraq climate conditions. Mono-crystalline
PV panel of 50 W is used to generate hydrogen with stainless steel electrodes used to
electrolysis of water.

2. THEORETICAL MODEL

There are many mathematical models in the literature to describe photovoltaic cells, from
simple to more complex models. Some of them is used two-diode model and other used
one-diode model, Eicker, 2003. In present work one-diode model is used. The current—
voltage (I-V) characteristic of a photovoltaic module can be described with a single
diode such as Fanny, et al., 2002.

I=1—1, [ exp (x:nif;st) - 1] _IRs 1)

Rsh
where /is current of the module (A), 4 is the light-generated current (A), £ is the reverse
saturation current of the p—n diodes (A), Vs the voltage of the module (v), R is the
series resistance of the cells (Q2), Ry, is the shunt resistance of the cells (Q2), N; is the

number of cells in series, n; is the diode ideality factor, V; is the thermal voltage (V)
depending on the cell temperature, which is defined as

_ kT,

Ve=" (2)

where k is Boltzman's constant =1.381*10% J/K, T. is the cell temperature (K), g is
electron charge = 1.602*10*° Coulomb.

2.1 Four - Parameter Model

The four parameters model adopted in this work is based on 1, I,, Rs, a, as given in the
work of Kou, et al., 1998.Where a is curve fitting parameter for the four-parameter
model. Assume Ry, as infinite so the third term in Eq.(1) yields:
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I:IL—lg[exp (m) - 1] 3)

mVy¢

where m is the product of Ngn;.To evaluate the power generated by PV module, the
simple relationship is used;

P=1IV (4)

where P is power of the module (W), V is voltage of the module (V). Introducing Eq.(3)
into Eq. (4), the power would be

P=1v={1,-1,|exp (“==) - 1]} v (5)

mbt
where R; is series resistance, the series resistance is assumed to be independent of both
temperature and solar radiation so that Ry =R;,.r and Rge IS series resistance at
reference condition (Q2) , and it is calculated as :

1
QAref ln(l— 71pr':;f>_vmp,ref +Vocref
Rs ref = ‘ (6)
’ Imp,ref
where

arer Is curve-fitting parameter for the four-parameter model at reference condition. It is
calculated by:

W.ocTcref = Vocref + EqNs
Aref = T (7
cref Mlsc 3
IL,ref

Lnprep 1S CuUrrent at maximum-power point at reference condition (A), I, is light-
generated current at reference condition = Iscrer (A), Vipprer IS Voltage at maximum-
power point at reference condition (V), Vocrer IS Open-circuit voltage at reference
condition (V), py o is temperature coefficient of open-circuit voltage (V/K), T . is cell
temperature at reference condition = 298 (K), E, is energy-band gap = 1.124(eV) for
mono crystalline silicon photovoltaic module, p; . is temperature coefficient of short-
circuit current (A/K). The electrical efficiency of the module at maximum-power point
can be calculated as

I]7 ——x 100 (8)

where G is incident solar radiation at reference condition (W/m?), A is module area (m?).
The current produced by incident light is computed by :

1 :(ﬁe/‘) [IL,rEf + Hrsc (Tc ~Terer )] ©)
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where G, is solar irradiance at reference condition = 1000 (W/m?).The reverse
saturation current of p-n diodes is computed by :

b= lores (_) exp [(E2) (1 - Leze)] (10)

where I, ... is diode reverse saturation-current at reference condition (A), calculate by

— ILref
loer = m (11)

Aref

a is calculated as

_ T,
A= Qper Tc,:ef (12)

2.2 Mathematical Analysis of Hydrogen Generation Cell

The core of an electrolysis unit is an electrochemical cell, which is filled with pure water
and has two electrodes connected with an external power supply. The following
equations represents the cathode , anode and the total reaction existed for electrolysis of
water, Neagu, et al., 2000.

Cathode  2H:0 + 2e-— 20H+ H: (13)
Anode 20H — H20 + 2e +3 O (14)
Total 2H20—- H> +% 02+ H20 (15)

The hydrogen flow rate, can be evaluated as, El-shenawy, et al., 2012:
Q = np 2 x 3600x0.224136x1000 (16)

where I, is the measured current of electrolyzer (A), npis Faraday efficiency, it
expresses how much current is converted in the desired reaction and it is the ratio of the
experimental volume of hydrogen and the theoretical volume of hydrogen,
Papagiannakis, 2005.

Np = Ltz experimental o 40 (17)

VHZ theroritical

where Vi, experimentar 1S the experimental volume of hydrogen can be obtained from
the experimental data, Vy,, .. is the theoretical volume of hydrogen can be
calculate as:

_IXtXvy (18)

Hj theroritical nF
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where | is the current (A), t is the time measured during the experiment (second), v,, IS
the molar volume of hydrogen = 24 at 20°C (I/mol), The total efficiency of the
electrolyzer is found from Eq.(19), Papagiannakis, 2005.

Hpy, xV ,
N = Hz xV H, experimental ., 100 (19)

UxXIXt

where Hy, is the calorific value of hydrogen = 11920 kd/m* at 20°C, U is voltage (Volt).

2.3 Computer Algorithm for Determine PV Model Parameters

Matlab 2014 is used to compute the four-parameter model and establishing (I-V) and (P-
V) characteristic curves. The steps of computer algorithm are shown in Fig.1.

3. EXPERIMENTAL SETUP

The experimental setup shown in Fig. 2 consists of mono-crystalline photovoltaic module
was south oriented at 45 ° with the horizontal. Each experiment was carried out from
09:00 AM to 16:00 PM for clear days and for Baghdad climate conditions. Electrical
characteristics data of the solar module at reference

condition are as follows: short circuit current = 3.1A, open circuit voltage = 22V, current
at maximum power point = 2.9A, voltage at maximum power point = 17.5V, power at
maximum power point = 50W, with 36 cells. The hydrogen production system consist of
two stainless steel plate electrodes (140x80x1) mm connect to 9Ah/12V sealed type
lead-acid battery to provide the electricity needed to start water electrolysis and the
battery connected to PV panel through solar charge controller type (HBSC201) 12/24V
20A.The two electrodes inserted inside two plastic graduated cylinders of 260 mm length
and 90 mm diameter to collect hydrogen gas, the cylinders upside down immersed in a
basin filled with water , one of electrodes is connected to the positive pole of battery to
work as an anode and the other is connected to the negative pole of battery to make it as
a cathode. The Schematic diagram of the experimental set-up is shown in Fig.3. PROVA
200 solar module analyzer shown in Fig.4 is used to present (I-V) and (P-V) curves for
solar module, calculate the maximum solar power (Pna.x), identify the maximum
voltage (Vimax ), maximum current (I, ), Voltage at open circuit (Vopen), current at short
circuit (Ig,ort) and predict the electrical efficiency. Solar power meter type TES (1333R)
shown in Fig. 5 is used to measure the solar irradiation in W/m2, it has four digit display
with 0.1W/mz2 resolution. A digital thermometer type (TPM-10) probe, LCD display,
temperature range -50°C to +70°C, accuracy of +1°C and of resolution of 0.1 located on
the back side of the module to measure its temperature (Tc) and the temperature of the
basin water used in electrolysis (Tw) as well as the ambient temperature (Ta). An
electronic balance unit type (TE214S) of 400 g capacity, 0.1mg readability ,seven digit ,
3second response time (average), allowable ambient operating temperature 5 °C to 40
°C, is used to measure the mass of NaOH.
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3.1 Water Displacement Method

This method is used to measure the volume of hydrogen generated. The gas collecting
cylinders are filled with water and located upside down in the basin. When the
electrolysis of water begins and hydrogen with oxygen released, the gas displaces the
water inside the cylinder down and takes his place and the displacement of water
continues until the cylinder is filled with gas.

3.2 Data Analysis Processing

The electrical efficiency of the solar module is calculated using Eq.(8). The efficiency of
hydrogen production system is calculated using Eq.(19). The gas pressure is evaluated as

P = Pa[m —pgh (20)

where Pan is the atmospheric pressure, p is density of the liquid kg/m®, g is acceleration
due to gravity = 9.8 m/s?, A is the difference between the water level inside cylinder and
the water level outside cylinder.

3.3 Experimental Procedure

Connect the solar module analyzer to solar module and use solar power meter to measure
the solar radiation and input the value in analyzer and connect the solar module analyzer
to the laptop and click auto scan button to measure open circuit voltage, short circuit
current, maximum power, maximum voltage, maximum current and efficiency for each
hour. Use the digital thermometer to measure the hourly temperatures for module and
ambient (Tc, Ta) respectively. Fill the basin with 10 liters of water and dissolve 50 gram
of NaOH into the basin water. Fill the cylinders with water and upside down in the basin.
Insert the electrodes into the cylinders. Connect the two electrode to the power supply
(battery or solar module ) the electrolysis of water will begin .Insert thermometer in water
basin to measure the Tw. Measure the total gas produced by using water displacement
method .Record the time required to collect 100 ml of hydrogen and repeat this for (200
,300,400,500,600,700,800,900,1000) ml. Change the NaOH concentration (100,200,300)
gram and repeat the previous steps for each concentration. The results of theoretical and
experimental studies were presented in Tables 1- 6.

4. RESULTS AND DISCUSSION

The discussions of photovoltaic module used for hydrogen generation are presented.
The hydrogen production system and the effects of NaOH concentration on hydrogen
production are discussed also. Fig. 6 shows the characteristics curve for PV panel on
11" of October 2015. The current and power increase gradually from sunrise to reach
their maximum value (2.73 A, 38.49 W) at 11:00 a.m because the solar radiation reach
the largest value of 1160 W/m? and decreases after that, they reach lowest value at 16:00
p.m (close to sunset) at which solar radiation was 150 W/m? . The short circuit current
(Isc) increases with solar radiation from (2.46 A) at 09:00 a.m to its maximum value
(3.36 A) at 10:00 a.m and decreases gradually with solar radiation to its lowest value
(0.33 A) (close to sunset). The open circuit voltage (Vo) also increases with solar
radiation but it is affected by temperature of cell. (V. ) decreases when the temperature
of cell increases and reach its maximum value at 15:00 p.m when solar radiation reaches
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500 W/m? and solar cell reaches 39.8°C. Fig. 7 shows theoretical calculated
characteristics curve of PV panel on 11" October 2015, the power and current increase
gradually from sunrise to reach their maximum value (52.33 W, 3.6 A) at 11:00 a.m and

decreases after that to reach lowest value (7.06 W, 0.46 A) at 16:00 p.m. Fig. 8 shows a
compassion between experimental and theoretical work in electrical efficiency with time,
the theoretical efficiency is better than experimental by (26.43%). Fig. 9 shows the
maximum power with time, the power in theoretical is better than experimental by
(26.44%). This difference between theoretical work and experimental work is due to
weather conditions that effect on PV panel and due to the accuracy of devices used in the
measurement. Four concentration of NaOH have been tested to exhibit its effect on
hydrogen production . The concentrations adopted are (50,100,200,300) gram in 10 kg of
water or mass concentration of (0.5,1,2,3 %) respectively. Fig. 10 shows accumulative
volume and pressure with accumulative time for 50 gram of NaOH (0.5%) percentage
mass concentration and inlet water temperature of 40°C. This figure reports a linear
increase of accumulative volume accompanied by a slight increase of gas pressure
(which agrees with gas law PV=mRT) since the accumulated mass is increased by
(0.2%). Fig. 11 shows the same trend in accumulation behavior for NaOH concentration
mass of (100 gram , 1% by mass). The time required to accumulate (1000 ml) was (1200
s) while that for concentration mass of (50 gram) was (2160 s) i.e. there is a saving in
accumulation time equals to (960 s). Fig. 12 represents the accumulative hydrogen
volume generated for NaOH concentration mass of (200 gram, 2% by mass). It illustrates
a time saving of (420 s) compared with concentration mass of 100 gram. Fig. 13 shows
accumulative volume and pressure with accumulative time at (300 gram, 3% by mass) the
time saving was by (390 s) compared with 200 gram. Fig. 14 shows the accumulative
time with accumulative volume at different concentration of NaOH. An obvious
improvement is reported, the time required to collect 1000 ml of hydrogen was 2160
seconds at 100 gram but at 300 gram the time decrease to 390 seconds. The inlet water
temperature is higher than the ambient temperature this due to the interaction between
water and sodium hydroxide, the reaction is exothermic.

4.1 Comparison with Previous Results

To verify the results obtained from the present work, a comparison was made with the
results achieved by previous studies. Fig.15 shows the comparison in characteristics
curve for PV panel between present study and ,Chennouf, et al., 2012 for the same PV
panel specifications, the present work shows improvement in current by (21.8 %) and in
power by (20.9%). Fig. 16 shows a comparison in time required to collect 1000 ml of
hydrogen between present work and ,Kargi, 2011 under the same type and different
(shape,size) of electrodes and different type of electrolyte. The improvement in
accumulative time in present work is (99.77 )%.

5. CONCULSION

The present work investigates the hydrogen production using solar photovoltaic panel.
The conclusion is that the power of PV panel increases by the increase of solar
radiation. The short circuit current (Isc) and open circuit voltage (Voc ) increases
gradually with increases solar radiation. Increase the mass concentration of NaOH
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decreases the time required to collect 1000 ml and therefore increases the hydrogen
production rate.
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NOMENCLATURE

a= curve-fitting parameter for the four-parameter model, dimensionless.

arer = curve-fitting parameter for the four-parameter model at reference condition,
dimensionless.

A= module area, m%.
Eq =energy-band gap, eV.

F=Faraday's constant, C/mol.
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G = solar irradiance, W/m?,

Grer = solar irradiance at reference condition, W/m?.

Hyz = calorific value of hydrogen, kd/m°.

/= current of the module, A.

I1,rer = light-generated current at reference condition, A.

Imp = current at maximum-power point, A.

Imp,rer = CUrrent at maximum-power point at reference condition, A.
I,= diode reverse saturation-current, A.

Io,rer = diode reverse saturation-current at reference condition, A.
Iscrer = Short-circuit current at reference condition, A.
K=Boltzmann's constant, J/K.

n=number of electrons that are exchanged in order to release one particle at the
electrode, dimensionless.

ny= diode ideality factor, dimensionless.

Ns = number of cells in series in one module, dimensionless.
P=power of the module, W.

@ = hydrogen flow rate, 1/h.

q = electron charge, Coulomb.

Rs= series resistance, Q.

Rsrer = Series resistance at reference condition, Q.
Rsh = shunt resistance, Q.

t=Time,s.

T¢= cell temperature, K.

T¢rer = cell temperature at reference condition, K.
= voltage of the module, V.

Viz = volume of hydrogen, L.
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m = molar volume of hydrogen, I/mol.
Vimp,rer= VOltage at maximum-power point at reference condition, V.
Vocrer = Open-circuit voltage at reference condition, V.
V: = thermal voltage, V.
1]= efficiency of the module at maximum-power point, dimensionless.

1]r= Faraday efficiency, dimensionless.
i sc=temperature coefficient of short-circuit current, A/K.

Uvoc=temperature coefficient of open-circuit voltage, V/K.
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Create a zero vector S
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Find the value of current (1) for each voltage (V)
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|
Plot (1-V) and (P-V) curves

Figure 1. Flowchart of computer algorithm for PV panel.
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Figure 2. Experimental setup.
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Figure 3. Schematic diagram of the experimental setup.
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Figure 10. Accumulative volume and pressure with accumulative time for 50 gram
NaOH concentration , 40 °C inlet water temperature and 38°C ambient temperature.
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Figure 11. Accumulative volume and pressure with accumulative time for 100 gram
NaOH concentration , 40 °C inlet water temperature and 38°C ambient temperature.
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Figure 12. Accumulative volume and pressure with accumulative time for 200 gram
NaOH concentration , 40°C inlet water temperature and 38°C ambient temperature.
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Table 1. Theoretical data of photovoltaic panel at reference and real working conditions on 11"

of October 2015.

a I Rs lo Voc Pmax n

Hours 1 ) | & | @ ) @ | W) | ()

Ref. 1.01 3.10 0.58 1.29%10°° 22.00 50.00 11.57
09:00 1.09 2.79 0.58 2.16*10° 20.51 41.69 10.72
10:00 1.10 3.29 0.58 2.73*10°® 20.59 48.41 10.57
11:00 1.11 3.60 0.58 3.40*%10°® 20.58 52.33 10.44
12:00 1.10 3.35 0.58 2.85%10° 20.59 49.21 10.54
13:00 1.10 3.04 0.58 2.56*10° 20.52 44,99 10.62
14:00 1.09 2.36 0.58 2.02*10° 20.33 35.40 10.78
15:00 1.06 1.55 0.58 9.00*10° 20.23 23.95 11.08
16:00 1.05 0.46 0.58 4.69*107° 19.07 7.06 10.89
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Table 2. Experimental data of photovoltaic panel on 11" of October2015.

moure | Proc [Tmax | Vi | Vopn [ Lo | Ta | TC G Im
W) 1A V) NV @A) | ©) | (©) | (WM | (%)
09:00 | 3240 | 221 | 1461 | 1846 | 246 | 314 | 475 | 900 | 833
10:00 | 35.85 | 259 | 1418 | 18.14 | 336 | 33.0 | 497 | 1060 | 8.04
11:00 | 3849 | 2.73 | 1405 | 17.99 | 308 | 342 | 518 | 1160 | 7.68
12:00 | 37.00 | 2.61 | 1421 | 1802 | 296 | 349 | 501 | 1080 | 7.94
13:00 | 3495 | 242 | 1443 | 1825 | 281 | 351 | 491 | 980 | 8.25
14:00 | 2635 | 1.79 | 1464 | 1829 | 209 | 349 | 469 | 760 | 8.02
15:00 | 1828 | 115 | 1577 | 1893 | 152 | 342 | 398 | 500 | 8.46
16:00 | 376 | 027 | 1364 | 17.56 | 033 | 336 | 345 | 150 | >80

Table 3. Data of hydrogen production system for NaOH=50 gram ,Tw =40 °C and 38°C

No Accumulative | Height difference Accumulative Pressure
' time (s) (mm) volume (ml) (kPa)
1 300 200 100 99.02
2 480 180 200 99.22
3 720 160 300 99.42
4 900 140 400 99.62
5 1140 120 500 99.81
6 1320 100 600 100.01
7 1560 80 700 100.21
8 1740 60 800 100.40
9 1980 40 900 100.60
10 2160 20 1000 100.80

ambient temperature.
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Table 4. Data of hydrogen production system for NaOH=100 gram, Tw =40°C and 38°C
ambient temperature.

Accumulative | Height difference | Accumulative Pressure
No. time(s) (mm) volume(ml) (kPa)
1 180 200 100 99.01
2 300 180 200 99.21
3 420 160 300 99.41
4 540 140 400 99.61
5 660 120 500 99.81
6 780 100 600 100
7 840 80 700 100.20
8 960 60 800 100.40
9 1080 40 900 100.60
10 1200 20 1000 100.80

Table 5. Data of hydrogen production system for NaOH=200 gram, Tw =40°C and 38°C
ambient temperature.

Accumulative Height difference Accumulative Pressure
No. time(s) (mm) volume(ml) (kPa)
1 60 200 100 98.99
2 180 180 200 99.19
3 240 160 300 99.39
4 300 140 400 99.59
5 360 120 500 99.79
6 420 100 600 99.99
7 540 80 700 100.19
8 600 60 800 100.39
9 660 40 900 100.59
10 780 20 1000 100.79
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Table 6. Data of hydrogen production system for NaOH=300 gram ,Tw =40°C and 38°C
ambient temperature.

Accumulative Height difference Accumulative Pressure
No. time(s) (mm) volume(ml) (kPa)
1 60 200 100 98.97
2 90 180 200 99.17
3 120 160 300 99.38
4 150 140 400 99.58
5 180 120 500 99.78
6 240 100 600 99.98
7 270 80 700 100.19
8 300 60 800 100.39
9 360 40 900 100.59
10 390 20 1000 100.79
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Figure 15. Comparison with previous results (a) (1-V) curve (b) (P-V) curve.
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ABSTRACT

For modeling a photovoltaic module, it is necessary to calculate the basic parameters which
control the current-voltage characteristic curves, that is not provided by the manufacturer.
Generally, for mono crystalline silicon module, the shunt resistance is generally high, and it is
neglected in this model. In this study, three methods are presented for four parameters model.
Explicit simplified method based on an analytical solution, slope method based on manufacturer
data, and iterative method based on a numerical resolution. The results obtained for these
methods were compared with experimental measured data. The iterative method was more
accurate than the other two methods but more complexity. The average deviation of the iterative
method not more than 5% of current- voltage values with the corresponding experimental data.
The average deviation for the other two method 9.3% for slope method and 7.9% for simplifies
method.

Key words: photovoltaic; module parameters; modeling; temperature effect;
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1. INTRODUCTION

The world faces a big problem of depletion of conventional sources of energy which have
to be replaced by new ones. The solar energy is one of the fast developing renewable energy
sources. Solar energy may be used to produce thermal energy for residential requirements
and can be used to produce electricity indirectly by converting the heat generated to
electrical energy through heat engine or directly using photovoltaic (PV) solar system.

Solar is envisaged to be an important source of energy in the future. In particular, the
photovoltaic (PV) power system, which converts solar energy to electrical power, is
becoming a popular renewable energy source due to its long term economic prospect and
ease of maintenance. However, due to high initial cost of such a system, optimal capturing of
the available solar energy has to be ensured. Enormous amount of work has been carried out
to physically improve the performance of solar cellssmodules Wang Y. et al, 2009,.
However, it appears that a proper system design also plays a vital role in increasing the
overall efficiency. One area that could complement this effort is the development of a
reliable and efficient PV simulator which can be used to optimize the system design prior to
installation Ishaque K et al, 2011,. The accuracy of commercially available software for PV
module or system simulation mainly depends on the accuracy of the solar cell/module
models and the extraction method being used to determine the model’s parameters. The
choice of a model that closely emulates the characteristics of solar modules is very crucial; a
model is known to be accurate if it fits the measured 1-V data at all operating conditions.
Over the years, several models are introduced — among the more popular ones are the circuit
based single diode and the two diode model. The latter, despite it is more computationally
extensive, is preferable because its -V characteristics closely resemble the behavior of a
physical module Walker, 2001.

Generally, there are two possible approaches to extract the solar module parameters: (1)
the analytical Chan DSH, 1987, and (2) numerical extraction techniques Liu C-C, 2008.
The former requires information on several key points of the 1-V characteristic curve, i.e. the
current and voltage at the maximum power point (Mpp), short-circuit current (Isc), open-
circuit voltage (Voc), and slopes of the 1-V characteristic at the axis intersections. Accuracy-
depends on the correctness of the selected points (short current, open current voltage, and
maximum power point) on the I-V curve. It has to be noted that the 1-V curve is highly non-
linear and any wrongly selected points may result in significant errors in the computed
parameters. Furthermore, a typical module datasheet provides only information at Standard
Test Condition (STC).

However, it is known that the parameters vary with environmental conditions such as
irradiance and temperature. On the other hand, the numerical extraction technique is based
on certain mathematical algorithm to fit all the points on the 1-V curve. More accurate
results can be obtained because all the points on the 1-V curve are utilized. Deviation of
several data points may not severely affect the accuracy of the parameters as in the case of
the analytical approach. However, the curve-fitting algorithm requires extensive
computation. Its accuracy depends on the type of fitting algorithm, the cost function and the
initial values of the parameters to be extracted Gottschalg R., 1999. As the number of
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parameters in the model increases, the conventional extraction methods lose their ability to
provide accurate values.

The growing of PV technologies led many researchers to focus on the various sides of PV
system components from the basic fundamental cell manufacturing to the large PV power
station modeling, sizing and performance of PV modules with the environmental conditions
changes Hernanz et al., 2010, Andrews et al., 2012, Chouder et al., 2012, and Chakrasali
et al., 2013. Modeling of PV module provides ways to understand the voltage, current, and
power relationships. The estimation of mathematical models is affected by various factors,
which ultimately alter the behavior of voltage and current.

Solar cells are the basic components of the PV systems to convert solar radiation into
electrical power. They are connected in series or in parallel to form a PV module. The
electric behavior of a photovoltaic device under given operating conditions is characterized
by its electrical parameters and the current-voltage (I-V) curves describing its operation.
Equivalent electrical circuit of PV cell, module and array is configured with either single or
double diode with taking in consideration the connection of the cells or the modules in either
series or parallel. The single diode models usually have seven, five, four, or even three
unknown parameters. The four unknown parameters of a single diode model the photocurrent
(Ipn), the saturation current (l,), diode ideality factor (A) and the series resistance (Rs). These
parameters are determined from measurements of the I-V characteristic at reference values of
irradiance and temperature (Grs =1000 W/m?2, T.¢ =25 °C, spectrum AML.5), many
researchers have presented methods to extract these parameters from data mainly provided
by manufacturers De Soto et al., 2006, Carrero et al., 2011 and Sera et al., 2007. The four
parameter model assumes that the shunt resistance is infinite and it is ignored Kuo et al.,
2001. In three parameters model the series resistance assumed to be zero in addition to the
infinite shunt resistance.

In this work, three different methods are used to determine the unknown parameters: the
photocurrent (lpn), the saturation current (l,), diode ideality factor (A) and the series
resistance (R;) of a mono-crystalline silicon solar module. The models provide the
calculation of the equation of the I-V characteristic curves and compare the results with the
I-V curves extracted from experimental measurements.

2. FOUR PARAMETERS MODEL

For simplicity, the single-diode model shown in Fig. 1 offers a good compromise between
simplicity and accuracy and has been used by numerous authors Arab et al., 2004, Carrero et
al. 2007 and Celik and Acikgoz, 2007. The four-parameter model assuming the shunt
resistance as infinite, the four-parameter model is obtained from the basic equation of output
current I of the PV module Townsend,1989:

q(V+1 RS)> B 1] o

I=1,—1I 12T
ph "[exP< N, AkyT
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where, I: output current of photovoltaic module, A, I,n: photo-generated current, A, I,
:reverse saturation current, A, q: the charge of electron =1.6e™® C, V: output voltage of
photovoltaic module, V, Rs :series resistance, Q, N, : the number of solar cells connected in
series, A: diode ideality factor, kg:Boltzmann’s constant=1.38¢>, T: solar module
temperature, °C .

Three important points on the I-V curve are given by manufacturer at STC (short circuit
current, open circuit voltage and maximum power point) so, Eq. (1) can be written as
Townsend, 1989:

Short circuit current point (0, Is),:

qlscR
b =t =1 [exp (§375) =1 @
S

Open circuit voltage point (Voc, 0):

o L) _ ]
0=1In—1, [exp (Ns AkyT 1 3

Maximum power point (Vpm, In):

q(Vm+1mRs)> ]
L, = —I,lexp| ——————— ] —1 4
m ph o[ p< NSAkBT ()

3. PARAMETERS IDENTIFICATION METHODS

Three different methods will be used to evaluate the four parameters. The first one is the
explicit simplified method which is based on a purely mathematical solution with some
simplifications. The second one is the method of slope which is based in part of its algorithm
on a geometry calculation, and the third one is the iterative method which is based in part of
its algorithm on a numerical resolution.

3.1 Simplified explicit method

This method considers the following assumptions Eckstein,1990:

Iph =g 5)
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From Eqg. (3) the value of exponential is much greater than one, so:

q V
0=lon =1 [exp (N A l:; T)] ©)
S

From Eg. (5) and Eq. (6) one can deduce the saturation current:

q Voc )

N, AkgT ™

I, = I, exp <—

From that Eq. (1) becomes:

q(V—Voc+1RS))]

8
NyAkyT ®)

I =1 [1—exp<

From Eq. (4) the value of exponential is much greater than one, so:

Q(Vm+ImRs)>]
Lp =1 =1, |lexp| ——————F— 9
m sc 0[ p< NSAkBT ()

Substituting Eq. (7) in Eq. (9):

q(Vm+ImRs)>]
L,=I,|1—exp| ————F— 10
m sc[ p( N, AkyT (10)

Then the series resistance can easily found from:

Ny AkgT ln(l_lm
RS — q SC (11)
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The ideality factor A, is determined from the fact that the derivative of the maximum power
equals zero:

aP_(’)(IV)_V(’)I_H_O 12
ov oV " oav (12)

Substituting the derivative of Eq. (1), Substituting 1, from Eq. (7) and R, from Eq. (11). Then A
can be found:

q 2Vm - Voc

N T, [ﬁ+ In 1—%)]

(13)

3.2 Slope Method

The difference given by this method in comparison of the previous method is in the
manner of calculating the series resistance Walker, 2001, Gow and Manning, 1999. It is
based on the fact that the series resistance influences remarkably the slope of the
characteristic curve I-V in the vicinity of the point (V. ,0). So, in order to calculate Rs one
uses the derivative of current described in Eq. (1) as:

al | q(V+I1Ry) 1 q (1+R dI) 14
av - P\ N, AkgT N, kg T, Sqv 14
L 1 15)
Sl ar, log . ( q Voc )

N, kg T, “*P\N, A kT

The slope ‘;—‘I/ at the point (V¢,, 0) is deduced geometrically from manufacturer data (Fig. 2).

3.3 lterative Method

This method differs from the two previous methods in the way of calculating of the series
resistance, where the temperature coefficient of the open circuit voltage given by
experimental data may be used to provide an additional equation for calculating the series
resistance. The temperature coefficient of the open circuit voltage can be evaluated theoretically
from the derivative of the open circuit voltage with respect to temperature as follows:
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_ Vo _A N; kg [ ln(lsc> +T.UISC

Hvoe = or q 1,

E
—3_ 9 Eg
I,

16
Iy A kg T (16)

In this method, the value of Ry is calculated, Using an iterative method in the interval [0, Ry 4],
where R; max is the maximum possible value of series resistance Celik and Acikgoz, 2007,
Townsend, 1989. The value of A is close to 1 for R; 4, , SO set A =1 in Eq. (11), that yields to:

NekaT iy In) gy, v,
N (17)

Rs,max =

The other three parameters are calculated using the same equations Eq. (5), Eq. (7) and Eq. (11)
as the first method.

The behavior of the PV module output with change in solar radiation and temperature is
presented by many authors. The short circuit current has a linear relationship with the solar
irradiance while the open circuit voltage has a logarithmic with solar irradiance. The
temperature coefficients provided by the manufacturer or evaluated experimentally used to
predict the variations of different PV output parameters with temperature. That can be
presented in the following formulas:

G
[ = Isc,ref G P + pse (T — Tref) (18)
re

G
Voc = Voc,ref +Vr ln(

G ) + .uoc(T - Tref) (19)
ref

where, Vi is the thermal voltage which is given by:

N, AkgT
Vp = —=——— (20)
q
The ideality factor varies with temperature as given by Villalva, 2009:
A T D)
Aref Tref
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The change of the reverse saturation current with temperature as given by Villalva, 2009:

I, =1 Ty 9L (1 22
o — loref Tref exp AkB T r ( )

4. EXPERIMENTAL WORK

1

ref T

A mono-crystalline silicon solar PV module is used with electrical specification listed in
Table 1. The performance of the module is tested at different conditions in the Energy
Engineering Department/College of Engineering / University of Baghdad. The exponential work
have made during the five months from April to June 2015. This work is done at an average
ambient temperature of 38 °C and average wind speed 2.3 km/hr.

The output parameters of the module are measured by Prova200 solar panel analyzer which is
a device used for testing of PV modules. When it is used in the installation of solar panels, the
Prova 200 solar panel analyzer assists in determining the proper inverter size as well as optimum
power output position of panels and helps identify defective cells or panels that have worn out
over time.

The solar panel analyzer also provides the user with current and voltage (V) test curves,
maximum solar power as well as current and voltage. Solar cell properties are easily determined
using the following units: 1-V Curve Test for Solar Cell, Single Point I-V Test, Maximum Solar
Power (Pm) search by auto-scan, Maximum Voltage (V) at Py, Maximum Current (1) at Pp,
Voltage at open circuit (Voc), Current at short circuit (lsc), 1-V curve with cursor, Efficiency (%)
calculation of solar panel, Scan delay setting (0 ~ 9999ms) (i. e. solar module analyzer will be
operate with load resistance (0- «o Q) connected with the solar module range with a time not
more than 9999 ms (approximately 10 sec)) , Solar panel area setting range (0.001 m* ~ 9999
m?), Standard light source setting. (10 W/m? ~ 1000 W/m?), Min. power setting for alarm
function, Built-in Calendar Clock, Rechargeable batteries with built-in charging circuit, Optical
USB cable for PC and The terminals of solar cell.

TES-1333R solar power meter has been used to measure the incident solar radiation on the
PV module. The measuring range of the solar power meter is 0-2000 W/m? with resolution of 0.1
W/m? and induced error of +0.38 W/m2/°C. The temperature of the back side of the module is
measured by a simple thermometer TPM-10 thermocouple.

5. RESULTS AND DISCUSSION

Firstly, the unknown parameters are evaluated by the different methods using Matlab
based on the data provided by the manufacturer in STC. Secondly, from the results it is
possible to estimate the performance of solar module for different radiations and
temperatures. To validate the four parameter model, an experimental data extracted from
outdoor measured data. The outdoor exposure tests were done on May 21, 2015 in the
Energy Engineering Department/College of Engineering / University of Baghdad.
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Matlab code used for the calculation process of the four parameter at STC and the results
of the program are tabulated in Table 2. Two cases of different solar radiation and
temperature were considered and introduced in Table 3 and Table 4. Based on these values
of the four parameters, it is possible to plot the I-V and P-V curves at specific conditions.

Fig. 4 and Fig. 5 give the results of I-V and P-V curves of the three methods and from the
experimental results at different operating module temperature 25°C and 50°C. When the
operating module temperature increases, the output current increases marginally while the
output voltage decreases dramatically, which results in a net reduction in the output power.
There was a deviation at the open circuit region because of the difference in the approaches
to determine the series resistance. The slope method showed the largest deviation from the
experimental curves followed by the simplified explicit method. The iterative method has
been shown a good agreement with the experimental results.

To show the effect of irradiance on the performance of a module, the temperature was
kept fixed at 25°C and measurements was taken for two incident solar radiations 750 and
1000W/m?. From Fig. 6 and Fig. 7 the short circuit current increased from 1.27A to 1.7A
while the open circuit voltage showed a small raise.

The average deviation of the iterative method not more than 5% of current- voltage values
with the corresponding experimental data. The average deviation for the other two method 9.3%
for slope method and 7.9 for simplifies method.

6. CONCLUSION

In order to evaluate the PV module parameters defining and measuring its characteristic
curves (I-V and P-V curves) are achieved. Three different methods of PV module parameters
extracting have been examined. The values of the parameters were used to simulate the current-
voltage and power-voltage characteristics of the module. The three methods were, explicit
simplified method based on an analytical solution, slope method based in part of on an
experimental data, and iterative method based on a numerical resolution. The iterative method
was more accurate than the other two methods but more complexity. The average percentage
error of the iterative method not more than 5% of current- voltage values with the corresponding
measured data. The average percentage error for the slope method is 9.3% while for simplified
method is 7.9%.
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NOMENCLATURE

A =diode ideality factor

Isc =short circuit Current, A

l,n =photo-generated current, A

G =solar radiation, W/m?

Im =current at maximum power point, A
I, =reverse Saturation current, A

Ns =number of cells
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q =charge of electron, C

Number 7

kg =Boltzmann constant.

Voc =0pen circuit Voltage, V

Rs =series resistance, Q

Vm =voltage at maximum power point, V

Pm =maximum Power output, W
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Table 1. Solar module specifications.

Journal of Engineering

Area 0.26 m*
Short circuit current lgc ref 1.9
Open circuit voltage Vo ref 22
I:)maxref 30
Current at maximal power point 1.76
Voltage at maximal power point Vp ref 17
Temperature coefficient of open circuit voltage pV -0.073
Temperature coefficient of short circuit current s 0.00086
Number of cell in series 36
Slope at open circuit region -1.142

Table 2. Four parameters values at reference STC.

Simplified method Slope method Iterative method
Lyp 1.9000 1.9000 1.9000
I, 2.2171e-08 2.2171e-08 1.26619e-10
A 1.3021 1.3021 1.015099
R, 1.0562 0.506 1.458200

Table 3. Four parameters values at 750W/m? and 25°C.

Simplified method Slope method Iterative method
Ipn 1.425 1.425 1.425
1, 2.16E-08 2.22E-08 1.18E-10
A 1.612892 0.861567 1.33696
R, 0.540277 0.506 -1.02309
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Table 4. Four parameters values at 1000W/m? and 50°C.

Simplified method Slope method Iterative method
Lyn 1.911801 1.911801 1.911801
I, 2.32E-08 2.16E-08 1.21E-10
A 0.322334 1.196524 1.218119
R, 1.997061 0.849815 2.323333
5
—»
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Figure 1. Equivalent circuit for four parameters model of a solar cell
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Figure 2. The slope at the open circuit voltage region at the I-V curve
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Figure 3. Measurement apparatus (left) PROVA200A solar module analyzer, (right) TES133R
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ABSTRACT

E ficient cuttings transport and hole cleaning are very important factors for obtaining an
effective drilling operation. In an inclined and horizontal drilling, hole cleaning issue is a
common and complex problem.

The scope of this research is to study the drilling parameters which affect hole cleaning in
Iraqgi directional wells through studying and analyzing some drilled wells ( vertical , directional
(30 degree) , directional (60 degree) and horizontal ).An excel sheet is prepared to calculate
carrying capacity index which represents an indicator for good hole cleaning in different
sections. The study indicated through the field investigations, practical experiences and
theoretical calculations that the most effective drilling parameters for optimum hole cleaning
were flow rate, yield point, mud weight, plastic viscosity, rotation of the drill string, and pH.
Key words: hole cleaning, rate of penetration, equivalent circulating density, directional well,
cuttings bed
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1. INTRODUCTION

Poor hole cleaning can cause severe drilling problems including : excessive over pull on trips,
high rotary torque , stuck pipe , hole pack — off , excessive equivalent circulating density(ECD),
formation break down , slow rates of penetration and difficulty running casing and logs. The
sticking of the drill string is very expensive to remedy, Fig. 1, Adari, et al., 2000.

Insufficient hole cleaning is responsible for a large portion of all stuck pipe. Some would
argue that it is the number one cause of stuck pipe around the world, especially in high - angle
holes. Previous study in the North Sea attributed 33% of the stuck pipe incidents to poor hole
cleaning alone, Sifferman, et al.,1990.

A study showed that drill string rotation has a moderate to significant effect on hole cleaning,
and that this effect also depends on the hole angle and other cuttings properties. Also the drill
string rotation enhances hole cleaning more when the used mud has a higher viscosity with
smaller cuttings sizes. It was found that for hole angle at 65 degrees, and at horizontal, the effect
drill string rotation caused an improvement in cuttings transport, Bassal, 1995. A new
mathematical method for estimating the minimum fluid transport velocity for system with the
inclination between 55° to 90° was developed. It was found that the model worked fairly well
within inclination angle 55° to 90° and there were no correction factors yet for inclination less
than 55°. From Larsen method it was known that there are three parameters which affect
determination of minimum fluid annular velocity for inclined hole: inclination, ROP, and mud
density, Larsen et al., 1997.

A new simulations show drill pipe rotation can improve the cuttings transport but the effect is
more renounced for smaller particle size. Cutting transport efficiency has a decreasing trend
with increase in annular velocity. In addition, inclination and ROP also have major impacts on
cuttings concentration, Bilgesu,et al., 2002.

Another study was investigated the effect of fluid rheology and cuttings sizes on the
circulation rate required to ensure that the drilling cuttings in horizontal wells are efficiently
transported to the surface. The results of this study observed that much higher annular velocities
are required for effective hole cleaning in horizontal wells. It was also observed that higher
viscosity drilling fluid yield better transport than lower viscosity drilling fluid within the same
flow regime, Al-Zubaidi, 2007.

1.1 Area of Study

Iragi West Qurna oil field has been selected to simulate a study for the possibility of using
hole cleaning in directional and horizontal well to minimize the problems which happen because
that. Also, a horizontal well in Halfaya oil field have been selected.
West Qurna oil field is one of the largest oil fields in Irag with a reserve of about 43 billion
barrel of crude oil. This field located on the south-eastern part of Irag, about 45 km north-
westwards from Basra and 30 km from Zubair oil field, BP Company, 2010.

RESULTS AND DISCUSSION:

1- Field Investigations

Below a list of results based upon field observations and practical experiences:

A) During connection process of additional drill pipe to the string, an increasing in pressure can
be noticed because of shut off the mud pump until the pipe connection is finished .An
obstruction may be happened due to settling of cuttings on the bit .

B) When there is remarkable changes on the hole inclination and azimuth during drilling,
drilling parameters such as (weight on bit, rate of penetration, flow rate) and BHA should be
adjusted immediately to correct the hole trajectory.
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C) Wiper trip should be make to break building up of any cutting bed at high angle hole
regularly with high viscosity pill pump down for better hole cleaning.

D) When the flapper valve is used, fill in mud every 10 — 15 stands to avoid the flapper valve
from damage.

E) At the end of drilling the 8.5" hole, circulate to clean the hole and make wiper trip with
reamers to control the hole condition before logging and casing.

F) In case of lost circulation, stop drilling and pull out of hole as fast as possible meanwhile fill
in mud. Pull the string inside the 9%®" casing and check the flow and loss rate, If necessary.

G) Monitoring the shale shakers before trip out or pull out of the hole (POOH) in order to ensure
that cuttings return rate has reduced.

H) During drilling operation, it is common to circulate wellbore several times (the process is
called circulate bottom-up) before starting tripping out of hole. The purpose is to avoid stuck of
drill pipe during pull out and be able to reach the bottom hole with drill bit or casing, when
running into the hole again(RIH). The common practice is to have at least three bottoms-up
with slow pipe rotation before tripping out of the hole. If ECD measurement tool is available on
the BHA, it has to be controlled that the ECD has dropped to normal level.

2- Concentration of the Cuttings

An increase in rate of penetration will increase the concentration of cuttings in the hole and a
longer time will be needed for cleaning the hole, Fig. 2.

The figure indicates that an increasing in the ROP lead to an increase in the cuttings
concentration, therefore, more than one cycle to clean the hole is needed besides additional time.
If a comparison has been made between the wells to show the total time of drilling, for the state
of wells, we can notice:

In WQ-404, the total time to complete the drilling operation is (30) days, Fig. 3.

While the total time for drilling operation of directional well less than 30 degree well (WQ-416)
is about thirty-two (32) days, Fig. 4.

The similarity in needed time can be attributed to use the same drilling factors which affect on
hole cleaning in vertical wells and directional wells less than 30 degree.

Accordingly, for the directional well with high deviated angle (WQ-271) (62degree) the
total time of drilling operation is about fifty- five(55) days, Fig. 5, whereas for horizontal well
(HF-69) the total time is ninety (90)days, Fig. 6. From the previous cases, it is evident that time
values increases rapidly as hole inclination increases.

3- Sample of Calculations

Following a sample of Carrying Capacity Index (CCI), and flow rate for selected sections of
some wells, which prepared to show the optimality of the field data in achieving the best hole
cleaning. Tables 1, 2, and 3 show the CCI and calculations using field data for the 1% hole, 2™
hole, and 3 hole respectively. Such as CCI for the second hole for the well WQ-416:

n=3.32 log [(2 up+Yp) / (up+ Yp)] 1)
n=3.32 log [(2 *60+15) / (60+ 15)]
=0.848
te = 5114 (up +Yp) )
Me =194 cp

_ 245Q
V= Dh?—Dp? )
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=155.4 ft/min.

CCI = (p Me V)/400000 4)
=0.703
Where:
n = Power Law Index
pp: Plastic Viscosity cp
Yp: Yield Point 1b/100ft
pe: Effective Viscosity cp
Q: Flow Rate gpm
Dh: Hole Diameter in, Dp: pipe diameter in
V : Annular Velocity ft/min
CCI: Carrying Capacity Index
It can be noticed in the second hole (WQ-416) that the CCI value which equal to 0.7 represent
poor hole cleaning and this case may be cause many problems especially the stuck pipe so
increasing yield point value is necessary to obtain proper hole cleaning. Absolutely, the CCI
results for the selected section show that the drilling parameters used in different well types are
the same. Simply, the need to change the parameters begins with high deviated wells.
Finally, a horizontal drilling program for West Qurna oil field was prepared and a plan to

drill a horizontal well in this oil field due to absence of such well type. The present proposal
consist of four holes shown in Fig. 7

CONCLUSIONS:
Based on the theoretical and experimental observations and analysis, the following conclusions
can be drawn regarding optimization of hole cleaning in horizontal oil well:
1- The rheological properties play a crucial role to ensure adequate hole cleaning, i.e. proper
rheology is the key for efficient solids removal. So the yield point was maintained to 15-20
Ib/100 ft*, which were enough to clean the hole while drilling vertical & directional wells.
2- In case of highly inclined or tight well, it is important to ream the wellbore with help of a
back reamer. It helps creating a bigger hole that can eliminate risk of stuck drill-pipe.

3-The flow rate should be high enough (during drilling operation) or increased to its upper
level, especially in the range of higher angles between 55° to 90° degrees to obtain optimum
hole cleaning.
4-The hole cleaning in deviated holes can be assisted by the following topics:
-Turbulent flow
-Low viscosity and high flow rates
-Maximize flow rates at all times unless ECD problems require lower rates
-Low Viscosity Sweeps (10-20 bbl)
-Followed by High Viscosity Weighted sweep to remove cuttings
-Pipe rotation at high rpm
-Reaming and wiper trips can stir up cuttings beds

RECOMMENDATIONS:

Some of the issues which should be investigated in future studies are listed below:

1- OBM or Polymer drilling fluid system has the outstanding abilities on cuttings lifting,
lubrication, hole cleaning etc., so it is very important to be used for the successful drilling in the
build- up and horizontal sections.
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In cases, where drill pipe does not rotate, it is difficult to remove cuttings bed. In these

situations, wiper trips are necessary to improve hole cleaning. Usually, a normal range of drill
pipe rotation is around 90 to 180 rpm. The pipe can rotate up to 120-rpm when drill bit is on-
bottom, and 180-rpm drill bit is off-bottom.

3- One has to be aware that inclinations between 40° to 45° degrees are critical since cuttings
can slide down during connections when pumps are off.
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NOMENCLATURES AND ABBREVIATIONS:
BHA = bottom hole assembly.

CClI = carrying capacity index.

Dp = pipe diameter in

Dh = hole diameter in

ECD = equivalent circulating density, ppg .
FWB = fresh water bentonite .

HF = halfaya oil field .

OBM = oil base mud

POOH = pull out of the hole .

Q = flow rate gpm

RIH = running in the hole .

ROP = rate of penetration ft/hr .

Rpm = rotation per minute .

V = annular velocity ft/min .

WQ = west qurna oil field .

Yp = yield point 1b/100 ft?

pf = fluid density ppg
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pp = plastic viscosity cp
pe = effective viscosity cp
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Figure 1. Key variables controlling cuttings transport, Adari, et al., 2000.
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Figure 2. Relationship between ROP and cuttings concentration.
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Figure 3. Pie chart show time vs hole size for vertical well (WQ-404).

Figure 4. Pie chart show time vs hole size for directional well (WQ-416).

Figure 5. Pie chart show time vs hole size for directional well.
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Figure 6. Pie chart show time vs hole size for well (HF-69).
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Table 1. Excel sheet of CCI calculation for 17.5" hole.

Variable Calculated value Units
pf 8.75 ppg
Yp 20 Ib/100ft°
up 14 cp
N 0.497
e 782.1 cp
Dp 5 in
Dh 17.5 in
Q 700 gpm
\Y/ 60.98 ft/min

CClI 1.043

Table 2. Excel sheet calculation CCI for 12.25" hole

Variable Calculated value Units
pf 10.4 Ppg
Yp 17 Ib/100ft*
Hp 12 Cp
N 0.499
pe 659 Cp
Dp 5 In
Dh 8.5 In
Q 425 Gpm
\V 220.3 ft/min

CClI 3.7

Table 3. Excel sheet calculation CCI for 8.5" hole

Variable Calculated value Units
pf 10.4 Ppg
Yp 17 Ib/100ft*
Hp 12 Cp
N 0.499
pe 659 Cp
Dp 5 In
Dh 8.5 In
Q 425 Gpm
\V 220.3 ft/min

CClI 3.7
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ABSTRACT

The local asphalt concrete fracture properties represented by the fracture energy, J-integral, and
stress intensity factor are calculated from the results of the three Point bending beam test made for
pre notches beams specimens with deformation rate of 1.27 ™™™, The results revealed that the
stress intensity factor has increased by more than 40% when decreasing the testing temperature
10°C and increasing the notch depth from 5 to 30™™. The change of asphalt type and content have
a limited effect of less than 6%.

Key words: Stress intensity factor, Fracture Energy, J-integral
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1. INTRODUCTION

Cracking is one of the major distresses in flexible pavement, results from exposure of pavement
structure to environmental conditions and traffic loading. Accurate prediction of crack initiation
and propagation aids in the design and maintenance of asphalt pavement structures. Crack
initiation and its relation with material mechanical behavior can be used to describe the remaining
service life of the existing pavements. Several test methods were developed to study the cracking
behavior in Hot Mix Asphalt (HMA) under different sample geometries, loading configurations,
and material properties Denneman, et. al., 2009, Im, 2012. In most tests, a notch was introduced
into the sample so that the crack would initiate at the notch Kim, and EI Hussein, 1995. In many
of these studies, linear elastic fracture mechanics and elastic plastic fracture mechanics principles
were applied to characterize material response.

2. FRACTURE MECHANICS

Fracture mechanics is the material mechanical behavior when subjected to load in the presence of
cracks; in other words, it is the stress/strain characteristics of the pre-cracked material subjected to
load or deformation Saadeh, and Hakimelahi, 2012.

2.1 Crack modes

Generally, there are three crack modes; these modes depend on the crack nature of cracked bodies.
Fig.1 shows these modes and a short description for each one is given below Saxena, 1998:

Mode I:  Opening mode, the crack surfaces separate symmetrically with respect to X-Y
and X-Z planes.

Mode Il:  Sliding mode, the crack surfaces relatively slide to each other symmetrically
with respect to X-Y plane and symmetrically skew with respect to X-Z plane.

Mode I1l:  Tearing mode, the crack surfaces relatively slide to each other symmetrically
with respect to X-Y and X-Z planes.

For the purpose of this research, mode | (Opening mode) is adopted because it mostly represents
the nature of pavement structure crack as shown in the Fig.2. Furthermore, widely accepted
theories for fracture under mode 11, 11l, and mixed mode conditions are currently not available
Saxena, 1998.

2.2 Stress Intensity Factor

The stress intensity factor (K) represents the amplitude of the crack tip stress singularity and is
dependent on body geometry, crack size, load level, and loading configuration. The Eq.(1) of
estimating the (K) is:

K=——F(@a/W) 1)

Bwl/Z
Where: P: Reaction point load,
B: Specimen thickness,
W: Specimen depth,
a: Crack length, and
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F(a/W): Dimensionless calibration functions for various geometries, as shown in Table
1 as reported by Saxena ,1998.

2.3 The J-Integral Approach
In 1968, Rice, published papers in which he discussed the potential of a path-independent
integral (J) for characterizing fracture in nonlinear-elastic materials ASM, 1997. This integral is
identical in form to the static component of the energy moment tensor for characterizing
generalized forces on dislocations and point defects introduced by Eshelby G.P. Cheraponv,
working independently in the former Soviet Union during the same time of Rice.
Cheraponv,1967 also presented a formulation of an integral similar to Rice’s (J).Rice defined the
J-Integral for a cracked body, shown in Fig.3, as follows in Eq. (2 and 3):

J=J; Ws.n—T 0ui/dx) ds 2)
J=J; Ws.dy —T dui/dx.ds (3)

Where: W's : elastic strain energy,
T : Traction vector defined according to the out word normal n the contour S, and
u : Displacement vector (uli + u2j).

J can be shown to relate to the rate of changes of potential energy with respect to change in crack
size. This interpretation of J is useful in showing that under linear elastic condition, J=Y" Eq.(4):

U=[, WX, Y)dA— [ Tiuids (4)

applied along

Ti : Tractions, and the boundary

Where: A : Body area, }
ui : Displacement.

by differentiating the previous equation get Eq.(5):

v dw
da YA da

dA - [, Ti == ds (5)

The contour of the line integral can be extended along the boundary S of the body in the

counterclockwise direction from the lower crack face to the upper one, since ‘;—: =0, on the
boundary Su, the displacements are prescribed independently of a, as shown in Fig.4.

By substituting the coordinate system attached to the crack tip, and using the symmetry of the
stress tensor with the application of the divergence theorem, the equation becomes as shown in
Eq. (6 and 7):

au oui

S =—f, Wdy— [, Ti==ds (6)
For unit thickness body J=— Z—Z (7)
1dU

For a body with thickness (B) J = ——~—-
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Under certain restriction, J can be used as an elastic-plastic energy release rate. The path
independence of J-integral expression allows calculation along a contour remote from the crack
tip; such a contour can be chosen to contain only elastic loads and displacements. Thus, an elastic-
plastic energy release rate can be obtained from an elastic calculation along a contour for which
loads and displacements are known. In 1972, Begley, J. A. and Landes, J. D. ASM, 1997
developed an experimental method for determining J from generating load-displacement curves
for samples of unit thickness with different initial crack lengths.

3. ASPHALT CONCRETE FRACTURE
Uzan, and Levenberg, 2001studied the phenomenology of asphalt concrete (AC) fracture in the
laboratory under uniaxial-tension with strain control of 0.6™™" at the room temperature of 24°C
for beam samples of about (60X90X225™™). The study showed that the pre-peak stress conditions
induced damage is a result of formation, growth and coalescence of micro cracks; the study also
found in post-peak stress condition that the process of damage localization occurs within the
Representation Volume Element (RVE) (the zone across the sample of 2-4 times their nominal
maximum size of mix aggregate Witczak, 2000 at which the crack will propagate) leading to the
creation of a dominant failure surface and eventually fracture. The study added that the cracking
behavior of an AC MIX of RVE size, three scales of load induced cracks should be considered as
shown in Fig.5:
1. Micro-cracks: small flows up to few millimeters (the air voids entrapped during
compaction process may represent these flows).
2. Meso-cracks: resulting from micro cracks coalescence; their length may reach the
maximum aggregate size in the mix.
3. Macro-cracks: at which the strength of AC is reduced to zero and of a minimal RVE in
size.

Kim, et. al. 2008 used a bilinear cohesive softening model to simulate the crack initiation and
propagation in asphalt concrete. The meso-crack representation of material morphology was
incorporated into the model using high-resolution imaging.

Kim and co-researchers explained the bilinear cohesive softening model concept as follows and as
shown in Fig.6.In general the cracking of asphalt concrete can occur in any weak point within the
fracture process zone Fig.6-a and cohesive fracture concept at the crack tip can be simplified as
shown in Fig.6-b. In Fig.6, ¢ max represents the location of cohesive crack tip and & sep is the
complete material separation or the material crack tip, and ¢ max is the normal cohesive strength.
Point B represents the starting point of unrecoverable material degradation (or micro-crack
initiation) and point c represents the condition where a crack face was fully separated and released
the energy potential associated with loosing of cohesive strength.

In 2008 at Cambridge University UK, Portillo and Cebon investigated the fracture mechanics of
idealized asphalt mix (bitumen of penetration grade of 40-50 and fraction of sub spherical sand
between 150-300"™) using a systematic 3-point bending test for beam samples of (50X50%225™")
with middle notch of length equal to half of depth, in order to develop fracture mechanism maps
classifying the brittle, ductile, and transition response of the materials as a function of temperature
and load rate. The experimental data of this study was analyzed in terms of stress intensity factor,
fracture energy, and J-integral at the temperature range of -30°C to 30°C with two deformation rate
of 0.01 and 0.05™™*,

The study showed that, for typical force vs. deflection curves, the peak force increases with
temperature; at 0°C, the crack arrests in the vicinity of peak load and the crack grows in a smooth
fashion a more brittle behavior and less energy is required to propagate the crack. Fig.7 shows the
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typical load line displacement curve for tested sample at -20°C with displacement rate of
0.05mm/sec made by this study.
3.1 Materials

For the purpose of this study, two types of local asphalt cement, obtained from AL-Daurah
refinery, including 40-50 and 60-70 penetration graded and quartzite crushed aggregates were
selected to be used in this study. The crushed aggregates were obtained from AL-Nebai quarry,
due to the extensive usage of this type of aggregates for asphaltic mixtures in the middle of Iraq
especially in Baghdad city. The limestone dust, from Karbala governorate, was used as a filler
material.

The main properties of selected materials for the purpose of this research, which include two types
of asphalt cement, quartzite crushed aggregates and limestone dust as mineral filler, are presented
in the following Tables 2 to 6.

3.2 Mix design and optimum binder content determination

For the purpose of this study the Hot Mix Asphalt concrete (HMA) was designed volumetrically
according to the SUPERPAVE requirements, the aggregates gradation was selected to meet the
Iraqi specification beside the SUPERPAVE to be as shown in the gradation curve presented in
Fig.8 with 0.5" as a maximum nominal aggregate size representing wearing layer.

Based on the results of rotational viscometer (ASTM D4402, AASHTO T316) the HMA was
mixed and compacted at the required equiviscous temperatures shown in Table 7.

The HMA was compacted by using the gyratory compactor (ASTM D6925-09, AASHTO T312)
after aging period of 4 hours @ 135°C with 8,100, and 160 as a number of gyration initial,
designed, and maximum respectively as presented in Table 8 to meet the mix design subjected to
number of equivalent axels to be passed on pavement during its design life which used here
between 3.0 to 30.0 million ESALSs.

The results of volumetric properties represented by Air Voids, Voids in Mineral Aggregates
(VMA), and Voids Filled with Asphalt (VFA) for the gyratory compacted specimens shown on
the plate 1 are fitted with asphalt content and the Optimum Binder Content (OBC) of 4.7% is
found to get the required properties as needed by SUPERPAVE criteria as shown in Table 9, it is
worth to mentioned here that there is no significant difference is found on OBC between asphalt
penetration graded 40-50 and 60-70.

3.3 Study parameters

The following parameters are considered at this study

* Two testing temperature 20 C and 30 C,

» Three pre crack depth (notch) 5, 15, and 30™",

» Two asphalt type 40-50 and 60-70 penetration graded, and

* Three asphalt content, optimum and + 0.5%.

So, and according to these parameters the required specimens number are 36 beams which
prepared as describe in the following section.

3.4 Specimens preparation

In order to study the fracture properties of HMA subjected to bending stress beams specimens of
3X3in (7.62 X7.62°™) cross section and 15" (38.1°™) length with gross mass of about 5150gm were
made with different notch depth. A steel rectangular mold of (15" length X 4" depth X 3" width )
(38.1X10X7.62°™) inside dimensions with two spacers made by Fadthl, 2007, is used for
producing beams specimens as shown in Plate 2.
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The specimens were compacted by using the uniaxial digital compression machine having a
capacity of 2000N as shown in Plate 2, to get the required air voids (4%+1% for wearing layer)
for specimens with different asphalt content; the relations between applied stress and %G m were
made as shown in Fig.10, so from these relations, the required applied stress was found for mixes
of different asphalt content as presented in the same figure.

A steel plate of (3™ thickness) which welded perpendicularly on base plate of (6™ thickness)
were used to make a notch on the specimens by placing it in the mold before applying the mix in
the mold and then by removing it after the completion of the compaction process. To make a
different notch depth, three plates arrangements were used with different perpendicular plate
height of (5, 15, and 30™") as shown in Plate 3.

3.5 Testing

A load frame device, manufactured by Humboldt company in the USA model HM-2800, with
digital control unit for multi deformations rates (ranging from 0.001(0.0254) to 2™™" (50.8™™™n))
was used to test the specimens monotonically in order to generate the Load- Displacement (L-D)
curves for tested specimens. Some modifications were made on device as shown in Plate 4, by
adding load cell and fully isolated chamber made with aluminum frame and sandwich penal of 5"
thickness and double glasses door in addition to that heating and coaling sources were provided
with thermometer censor and digital thermostat to maintain the specified temperature during the
test.

3.6 Bending Beam Test (BBT) fracture energy and J-Integral

In order to specify the fracture properties of local asphalt concrete, the value of J-integral was
estimated using the experimental method. As pointed in Chapter Two, J-integral was defined and
shown to characterize the process of ductile tearing under elastic-plastic and fully plastic
conditions. Further, its magnitude should be easily measurable in test specimens used for
characterizing crack growth resistance.

Experimental method which was developed by J.A. Begley and J.D. Lands in 1972 needs to
generate Load-Displacement (L-D) for specimens of unit thickness with different initial crack
lengths. Each specimen is loaded to displacement levels that can be sustained without crack
extension. The areas under load displacement curves to specified values of displacement D1, D2,
D3, ... Di are obtained graphically to determine the corresponding values of the potential energy
Ul, U2, U3, ... Ui. For each fixed value of displacement, Ui can be plotted as a function of crack
length ai. The slope of U-a curve, dU/da, is then measured at various points to yield the values of
J. If the specimen thickness is other than unity, dU/da must be divided by the thickness, B, in
order to obtain the value of J. The resulting J values can be plotted as a function of the applied
displacement for various crack size Saxena, 1998.

The fracture properties were estimated by generating the Load-Displacement (L-D) curves for
beams specimens made as explained in the previous chapter with initial cracks (notches) of 5, 15,
and 30™" lengths. A three point BBT test was made by using digital load frame device, as shown
in Plate 4, with deformation rate of 0.05™™" (1.27™™™"  The specimens reaction load was
indicated by employing a load cell of 5.0V capacity; the load reaction history was recorded by
using a digital camera which faced to the load cell reader.

Figers 11-a to ¢ show the application of experimental method explained earlier to estimate the
fracture properties which include fracture energy and J-integral; the load displacement curves
were divided into two parts: pre peak and post peak.

The pre peak part represents the tested specimen before cracks initiate. This part is divided to
segments as shown in Fig. 11-a of 0.75™" at horizontal axis which represent the displacement;
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then the areas under the curves were calculated through integrating the polynomial equations of
each curves at incremental value of 0.75™" until 3mm and then the relation was made between the
fracture energy and crack length as shown in Fig. 11-b. The slopes were found for previous
relations and the values of J-integrals were calculated and the relations between J-integrals and
displacement were made for different notch depths as shown in Fig. 11-c. Figures 11-a, b, and c
illustrate the results of tests which were made for beams specimens made with asphalt cement of
40-50 penetration graded at optimum binder content tested at 20+1°C; while Figures 12-a, b, and
¢ show the results of the same tests but at 30+1°C.

3.7 Stress intensity factor
The stress intensity factor (K) represents the amplitude of the crack tip stress singularity and is
dependent on body geometry, crack size, load level, and loading configuration. The EQ.1
presented in section of stress intensity factor is used here to calculate the magnitude of (K) for
beams specimens as shown below:

F(a/W) = dimensionless calibration functions for various geometries and different notch
depth as given in Eq.8:

30 i) "1 9935135 (245-393(55) ) +27 ()

(1))

Fa/W) =

(8)

where:
S : clear span =4W (12"), see Table 1.

So, the calibration function for studied notch depths are calculated and illustrated in TablelO.
Accordingly and by using Eq.1, the magnitudes of stress intensity factor was calculated for beams
specimens and it was found that the (K) value increased with increasing notch depth, due to
increasing crack length which means reducing the depth to the crack tip and increasing the stress
concentration for the same applied load. In other words, the load required to bend and crack the
specimen is decreased with increasing the crack length. Fig.13 shows the effect of notch depth on
stress intensity factor for beams specimens tested at 20+1°C and 30£1°C; based on this figure, the
effect of notch depth is decreased when raising the test temperature.

4. SENSITIVITY ANALYSIS

The effect of study parameters on stress intensity factor are shown and discussed at following
sections

4.1. Notch depth

Three notch depths (5, 15, and 30™") were made for beam specimens tested monotonically with
constant deformation rate of 0.05™™" at two testing temperatures 20+1°C and 30+1°C; the effect
of notch depths on the stress intensity factor was illustrated in Fig.14.

The figure gives an idea about the effect of notch depths on the stress concentration at the crack
tip, as the notch depth increase the stress concentration increased; that explained the rapid
deterioration of asphalt concrete section having cracks if compared with non cracked section.

4.2. Testing Temperatures

When raising the testing temperature from 20+1°C to 30+1°C, the behavior of asphalt concrete
changed from brittle material to plastic material and that led to reducing the stress intensity factor
and increasing deformation before cracking initiation. The reduction increases with increasing
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notch depth due to decreasing the load required to bend and break the specimens with increasing
testing temperature. Fig.15 shows the effect of testing temperature on the stress intensity factor for
the tested beam specimens of different notch depths.

4.3. Asphalt Type

It was found that the asphalt type has no significant effect on the stress intensity factor for the
tested specimens especially at low testing temperature at which the effect did not exceed 1% for
5™ notch depth; when rising the testing temperature, the effect increased to be about 3% for the
same notch depth. The stress intensity factor reduced slightly when changing the asphalt type from
40-50 to 60-70 penetration graded because the asphalt 40-50 is harder than 60-70 and that led to
decreasing the load required to bend and break the beam specimens made with asphalt type of 60-
70 penetration graded. Fig.16 shows the effect of asphalt type on stress intensity factor of tested
beam specimens of different notch depths.

4.4. Asphalt Content

The effect of asphalt content on stress intensity factor increased with decreasing the notch depth
which was ranging from +0.5% to +2% at 20+1°C testing temperature and from +1.5% to 6% at
30£1°C testing temperature as presented in Figures 17 and 18. The stresses concentration
decreased when decreasing the asphalt content due to decreasing the cementing material and
increasing the air voids which form a discontinuity points in the mix that led to decreasing the
load needed to bending and breaking the beam specimens.

5. CONCLUSION

From the results of this study it can be concluded that the fracture properties of asphalt concrete
are mainly affected by decrease the temperature and presence of cracks that increase the stress
concentration at the crack tip. The decrease in temperature causes the asphaltic material to
become harder with low ductility and brittle behavior under the effect of traffic wheel loads. The
presence of crack decreases the effective pavement depth that can resist the crack propagation.
More deterioration is expected in pavement section with high flaws, which necessitate an early
preventive maintenance. The sensitivity of stress intensity factor for the various study parameters,
is shown in Table 11.
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NOMENCLATURE

P: Reaction point load
B: Specimen thickness
W: Specimen depth
a: Crack length
F(a/W): Dimensionless calibration functions for various geometries
W:s . elastic strain energy
T : Traction vector defined according to the out word normal n the contour S
u : Displacement vector(uli + u2j
A Body area,
Ti: Tractions, and
ui : Displacement.
S: Clear span =4W (12")
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Figure 1. Crack modes, Saxena, 1998.
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Figure 2. Crack in pavement.

Table 1. Dimensionless calibration functions for various geometries Saxena, 1998.

Geometry F(a/W)

Center Crack Tension
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Double Edge Notch Tension
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w 11 2a e 3/2
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Y k
T
n=dy/ds
S
Crack %
ds

Figure 3. A 2-dimensional cracked body with a contour S originating from the lower cracked
surface and going counterclockwise terminating at the upper crack surface, Saxena,
1998.

x1

Figure 4. A planer cracked non linear elastic body with a boundary defined by S. ST and Su
represent regions where the traction and displacement along the boundary are defined,
Saxena, 1998.
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Figure 5. Crack scale in asphalt concrete material, Uzan and Levenberg, 2001.
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Figure 7. Typical load line displacement curve for tested beam sample at -20°C with

displacement rate of 0.05mm/sec, Portillo and Cebon, 2008.

Table 2. Asphalt cements physical properties
ASTM Asphalt Cement * N
.. ) ] . SCRB criteria
Test Test Conditions | Designation Units 40-50 60-70 (2003)
(2010)
. 100 9™, 25 °C,
Penetration mm ASTM D5 1/10 ™ 47 64 40-50 60-70
5sec., 0.1
135°C 0.4625 0.353
Rotational Viscosit ASTM D4402 Pas.sec
! IS0y 165°C 0125 | 0113
Specific Gravity 25°C ASTM D70 1.04 1.03
Ductility 25 °C, 5emmin ASTM D113 cm >100 >100 >100 >100
Flash Point | = - ASTM D92 °C 287 270 >232 >232
Solubilityin ASTM D2042 |  %wt 995 | 99.6 > 99 > 99
trichloroethylene
) . . 0
%o Loss After Thin Film | Shr@ 163°C, | \orymip17s4 | wewt | 030 | 033 | <075 | <075
Oven Test 50
% from origin 100 9™ 25°C
Penetration after Thin Esec 0 1 mm ASTM D5 % 60 64 >55% >52%
Film Oven Test e
Ductility after Thin 25°C, 5™ | ASTM D113 cm 75 >100 >25 >50
Film Oven Test

"SCRB: State Corporation for Roads and Bridges
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Table 3. Physical properties of coarse and fine aggregates of AL Nebai quarry.

A .

STM Test Coarse Fine S_C_RB.

Property Designation Agareqate| Agareaate Specification
(2010) ggregate) Aggreg (2003)

Bulk Specific Gravity C-127 andC-128 2.610 2.630
Apparent Specific Gravity C-127 andC-128 2.690 2.708
Percent Water Absorption C-127 andC-128 0.464 0.715
Percer_1t Wear (Los Angeles C-131 2200 | e 30 max
Abrasion)
Soundness Igss by sodium C-88 355 | e 10 max
sulfate solution,%
Fractured pieces,% | = ------ % | - 95 min
Sand Equivalent, % D-2419 | - 53 45 min.

Table 4. Chemical composition of AL-Nebai quarry aggregates.

Mineral Composition

% content

Quartz 80

Calcite 11

Total Soluble Salts TSS 2.0
Gypsum 0.45
Organic Matter 0.50

Table 5. Mineral composition of AL-Nebai quarry aggregates.

Chemical compound | 70 content
Silica SiO, 82.52
Lime CaO 5.37
Magnesia MgO 0.78
Alumina Al,O3 0.48
Ferric Oxide Fe,0s 0.70

Sulfuric Anhydride SO3 2.1

Loss on Ignition 6.55
Total 99.10
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Table 6. Physical properties of mineral filler.

Property Test Result
Specific Gravity 2.720
Passing Sieve N0.200 (0.075 mm) 95%
0.01 0.1 1 10

100
90 ==jl—= Seclected gradation
20 — &= iraqi spec. max
= A= lIraqi Spce. Min. »
[ 4 max cotrol points p 4
» 60 B min control points
‘@ 50 A
©
a. 40 -
N
30 -
20 A
10 A
0 T T
o (=] N N © R ~
C H N ©
S 8 8 ¥ 8% 3§

Sieve size mm

Figure 8. Selected aggregates gradation.

Table 7. Mixing and compaction temperatures for asphalt binder penetration graded.

i Temperature °
Asphalt Binder emperature "C

Penetration Graded Mixing temperature Compaction temperature
(40-50) 158 148
(60-70) 153 142
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Table 8. SUPERPAVE gyration levels design ,SP-2, 2003.

ESALs Number of Gyrations
(millions) N initial |N design | N max
<0.3 6 50 75
0.3to 3.0 7 75 115
3.0t0 30.0 8 100 160

>30.0 9 125 205

Table 9. HMA volumetric properties of wearing mix at OBC ,SP-2, 2003.

Mix Optimum Binder Content SUPERPAVE

Property 4.70% Criteria
Air voids 4.00% 4.00%

VMA 15.10% Min. 14%

VFA 73.25% 65%-75%

Gmb/Gmm @ N initial 8 85.10% Max. 89%
Gmb/Gmm @ N design 100 96.00% 96.00%

Gmb/Gmm @ N maximum 160 96.742% Max. 98%

Plate 1. Optimum binder content determination using SUPERPAVE requirements.
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Figure 9. OBC determination for wearing layer according to SUPERPAVE criteria.
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Plate 2. Beams specimens preparation.
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Applied stress and %G m relations for beams specimens with different asphalt
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Figure 10.

Plate 3. Steel plates arrangements which used for making notches.
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Plate 4. Load frame device of multi deformations rates and tested specimens.

2000

1500

1000

Applied load (N)

500

=R N
v
o
o

y = 0.234x* + 6.3856x> - 201.45x2 + 1165x
R? = 0.9944

y =2.5294x* - 29.029x3 - 23.108x? + 772.2x
R?=0.991
y =5.8682x* - 63.982x3 + 111.32x? + 403.84x
R?=0.9958

&5 mm Notch
0 15 mm Notch
A 30 mm Notch

3 4.5 6 7.5 9 10.5 12
Displacement (mm)

y = 0.4225x2 - 85.259x + 3985.9

y = 0.45x2 - 60.757x + 2520.2

y =0.3241x2 - 34.742x + 1258

=0.1195x2 - 11.199x + 352.85

X 3.00 mm displacement
A 2.25 mm displacement

01.50 mm displacement
< 0.75 mm displacement
O

<
0

10

20 30 40
Notch depth (mm)

137



= . .
(@) Number 7 Volume 22 July 2016 Journal of Engineering
1.2 -
E 1 -
£ y =0.0193x2 + 0.344x - 0.14
08 - y = 0.0464x2 + 0.2058x - 0.0816
€ y = 0.0867x2 + 0.0005x + 0.0041
Z 0.6 -
© <© 5mm notch
W 0.4 -
9 0O15mm notch
.E 0.2 - A 30mm notch
O L L L L 1
-7.33E-14 0.75 1.5 2.25 3 3.75

Displacement (mm)

Figures 11-a, b, and c. Estimating fracture properties, in-terms of (U) fracture energy and J-
integral for beams specimens with different notch depths tested with 3-
point BBT at 20+1°C.
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Figures 12-a, b, and c. Estimating fracture properties, in-terms of (U) fracture energy and J-
integral for beams specimens with different notches depths tested with
3-point BBT at 30+1°C.

Table 10. Calibration function F (a/W) magnitude for studied notch depth.

Notch depths 5mm 5mm 30™™
F(a/W) 2.836 4,981 10.107
100 -
O Testing|Temptrieture = 20C
5 OTestingTemperature = 30C
8~
> °.
2 E o 5 0
3 a
52 G
o
&
1 1 1
1 10 100

Notch depth (mm)

Figure 13. Stress Intensity Factor (K) for beams specimens of different notch depth tested
monotonically at 20+1°C and 30+1°C.
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Figure 14. Percentage increase in stress intensity factor with increasing notch depth for beam
specimens tested at 20+1°C and 30+1°C with different notch depths.
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Figure 15. Percentage drop in stress intensity factor with increasing testing temperature for
beam specimens tested at 20+1°C and 30+1°C with different notch depths.
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at 20+1°C and 30+1°C with different notch depths due to cliange the asphalt type.
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Figure 17. Percentage of change in stress intensity factor for beams specimens tested at 20+1°C
with notch depths.
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Figure 18. Percentage of change in stress intensity factor for beams specimens tested at 30+=1°C
with notch depths.

Table 11. Stress intensity factor sensitivity according to study parameters.

Percentage
Parameters Effect Sensitivity
Testing Temperature >40% Relatively High
Notch depth >40% Relatively High
Asphalt Content <6% Relatively low
Asphalt Type <3% Relatively low
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ABSTRACT

Ad—Hoc Networks are a generation of networks that are truly wireless, and can be easily

constructed without any operator. There are protocols for management of these networks, in
which the effectiveness and the important elements in these networks are the Quality of Service
(Q0S). In this work the evaluation of QoS performance of MANETS is done by comparing the
results of using AODV, DSR, OLSR and TORA routing protocols using the Op-Net Modeler,
then conduct an extensive set of performance experiments for these protocols with a wide variety
of settings. The results show that the best protocol depends on QoS using two types of
applications (+ve and —ve QoS in the FIS evaluation). QoS of the protocol varies from one
protocol to another depending on the applications used in the network. The network design is
done using the program (Op-Net V14.5 modular) with core i7 computer for multiple nodes
deployed randomly in several area (100 * 100, 200 * 200, 400 * 400, 800 * 800, 1000 * 1000)m?
accomplished by changing the number of nodes in the network (10, 20, 40 and 80). There are
three programs designed using (MATLAB 2012A programming language). The first one
evaluates the (QoS) using the organizational structure of the mysterious system (HFS), which
relied on the standard applications that should be provided by the protocols to make the
applications accepted by the nodes requirements. After the evaluation the QoS for all cases, we
design Neural Network to assist in estimation of the best protocol for any network through QoS
for all protocols (AODV, DSR, OLSR and TORA). Neural network has four entrances (area,
number of nodes, real time application ratio and non-real time application ratio). The results show
that the QoS estimated is (0.5401) of (OLSR) which has been improved to (0.6421) by reducing
to mobility speed and making some nodes fixed and using more than one protocol in the network
to provide the best QoS .

Keywords: Estimation, protocol, QoS, Simulator
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1. INTRODUCTION

A mobile ad-hoc network (MANET) is a set of wireless mobile nodes that can
communicate with each other without using any fixed infrastructure. It is also necessary
for MANET devices to communicate in a seamless manner. There are multiple protocols
that have been developed for MANETS. There is a need to support real time and non real
time applications in MANETSs as they gain popularity. MANETS require an efficient
routing protocol and quality of service (QoS) mechanism in order to support multimedia
applications such as voice and Email. Such applications have strict QoS requirements
such as bandwidth, latency, PDR and jitter. Design and development of routing
algorithms with QoS support is experiencing increased research interest. This paper
evaluates the QoS performance of MANETS using fuzzy interface system for AODV,
DSR,OLSR and TORA routing protocols. Through the OPNET Modeler program, we
have conducted an extensive set of performance experiments for these protocols with a
wide variety of settings. On-demand routing protocols are widely used because they use
much lower routing overhead than proactive protocols, Jasani, 2011.

Characteristics of WAN's such as lack of central coordination, mobility of hosts,
dynamically varying network topology and limited availability of resources make QoS
provisioning very challenging for all difficulties, Reddy, 2006. Some nodes may behave
maliciously, resulting in degradation of the performance of the network or even
disruption of its operation altogether. The results obtained show that the overall

performance of the Ad-Hoc network is significantly improved, Hallani, 2008.

2. WIRELESS AD-HOC NETWORKS

A mobile Ad-Hoc network (MANET) is Unlike cellular wireless networks, no
static or fixed infrastructure exists and no centralized control can be available. The
network can be formed anywhere, Lewis, 2007. The mobile nodes can perform the roles
of both hosts and routers. The presence of mobility makes a MANET challenging for

designing and implementation in real life. It is a huge challenge to design topology
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control, routing, (QoS) and resources management, services discovery, network

operations and management, security services, Misra, et al. 2009.

2.1 Mobility The mobility of nodes is the key function of mobile Ad-Hoc networks, and
the performance of MANET needs to be studied in presence of mobility. It is known that
the Real-life mobility patterns can be very complex depending on the mission objectives

of mobile nodes that are part of the autonomous system, Misra, et al. 2009.

2.2 Routing. The routing in mobile Ad-Hoc networks is very challenging due to the
frequent updates for changes in topologies, and active routes may be disconnected as

mobile nodes move from one place to another, Misra, et al. 20009.

2.3 Transport Protocol: In mobile Ad-Hoc networks, the frequent changes of the
network topology and the shared nature of the multi-hop wireless channel pose a
significant challenge for the transport protocols that are used over the network protocol

such as Internet protocol (IP), Misra, et al. 2009.

2.4 Application A mobile Ad-Hoc network consisting of mobile nodes is self-organized
and decentralized and communicates among mobile nodes using multi-hop wireless links.
Each mobile node is autonomous and can have random movement patterns, Misra, et al.
2009.

3. HIERARCHICAL FUZZY SYSTEMS

Since the upper layers of a hierarchical architecture generally deal with low-
resolution, imprecise, and incomplete information, more intelligence (or knowledge-
based action) would be needed in the associated decision-making process. Yet the
performance of the overall system may be acceptable. The characteristic of an intelligent
system are task description, knowledge representation, and consequently some
intelligence will be needed for interpretation and processing of this information in order

to make inferences (and control actions), Sivanandam et al. 2007.
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3.1 Evaluation of QoS Using Hierarchal Fuzzy System (QoSHFS)

The evaluation of QoS for any protocol that depends on applications used, and these

are divided into two type:
A. Evaluation of QoS Real time Application

To clarify the design process, there are two types of parameters effect, positive
parameters (+ve) and negative parameters (-ve). According to this proportionality, QoS is
a result of, Valbonne 2007:

1. +ve QoS: This calculation of QoS is affected only when parameters have a positive
effect on the QoS, which are throughput and packet delivery ratio. When these two
parameters decrease, the protocol QoS support will decrease too, Zaghar and AL
Wahab, 2013.

2. -ve QoS: This calculation of QoS is affected by parameters that have negative effect
on the protocol QoS. End-to-end delay (latency) and jitter will belong to this branch
of QoS. Decreasing these two parameters will increase protocols QoS, Zaghar and
AL Wabhab, 2013.

In the network design, the increment of +ve QoS is done by increasing the throughput
and PDR (Packet Delivery Ratio) and reduction of the —ve QoS is done by reducing the
Latency and Jitter. Fig. 1 illustrates the QoS calculation, Zaghar and AL Wahab, 2013.

B. Evaluation of QoS Non Real time Application

Each type of applications is very sensitive to a certain set of parameters. The most
effect parameters in the QoS in the Email application are (throughput and latency) as

shown in Fig. 2.
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4. NEURAL NETWORKS

An Atrtificial Neural Network (ANN) is an information-processing paradigm that is
inspired by the way of biological nervous systems, such as the brain, process information.
The key element of this paradigm is the novel structure of the information processing
system. An ANN are configure for a specific application, such as pattern recognition or
data classification, through a learning process. Learning in biological systems involves
adjustments to the synaptic connections that exist between the neurons. This is true for
(ANNSs) as well, Karray and de Silva, 2004.

4.1 Neural Network Architecture

Neural networks Architecture can be viewed as weighted directed graphs in which
artificial neurons are nodes and direct edges (with weights) are connections between

neuron inputs as shown in Fig. 3.

The following characteristics of neural networks emphasize their pattern
recognition capabilities, making them particularly attractive for solving complex, and
data rich problems, Fakhreddine et al, 2004:

1. They can be learned from examples and adapted to new situations.

2. They can be generalize from examples (i.e. can provide correct solutions from data
similar to but not exactly like training data).

3. They can construct solution quickly with no reliance on domain knowledge.

4. They can approximate any complex multivariate function and form a classification
decision from the recognition of the discriminating patterns.

5. They are computationally efficient (i.e. they have the speed to operate in real time).

6. They can implicitly account for the relative importance of input sources,
Karray and de Silva, 2004.
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4.2 Artificial Neuron Structure

The human nervous system, built from cells called neurons is of staggering
complexity. An estimated (10™) interconnections over transmission paths are there and

that may range for a meter or more.

Each neuron shares any characteristics with the other cells in the body, but has
unique capabilities to receive, process, and transmit electrochemical signals over neural
pathways that comprise. The Biological neuron consists of three main components: cell

body, dendrite and axon.

Dendrites extend from the cell body to other neurons where they receive signals at
a connection point called a synapse. On the receiving side of the synapse, these inputs are
conducted to the cell body, where they are summed up. Some inputs tend to excite the

cell causing a reduction in the potential across the cell membrane.

The artificial neuron was designed to mimic the first order characteristics of the
biological neuron. In essence, a set of inputs is applied, each representing the output of
another neuron. Each input is multiplied by a corresponding weight, analogous to a
synaptic strength, and all of the weighted inputs are then summed to determine the
activation level of the neuron. If this activation exceeds a certain threshold, the unit
produces an output response.

This functionality is captured in the artificial neuron known as the threshold logic
unit. Here a set of input labeled Xo, X1, . . . .,Xy is applied from the input space to
artificial neuron .These inputs, collectively referred as the input vector “X”, correspond
to the signal into the synapses of biological neuron. Each signal is multiplied by an
associated weight Wy, Wha,....... , Wp, before it is applied to the summation block .The

activation function is given by Equation 1, Karray and de Silva, 2004.

a =WoXo+W . X+...W, X+ 8 A

This may be represented more compactly as
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a =ZXiWi—|—H 2
i=0

Where & the base of the weight
The output y is then given by y = f (a),
where f is an activation function used and defined as

n ifaz= f
3‘"{:] ifa< B

The threshold S will often be zero. The activation function is sometimes called a
step-function. Some more non-linear activation functions where also tried by the
researchers like sigmoid, Gaussian, etc. and the neuron responses for different activation
functions with the MATLAB program, Liua, et al. 2007.

The number of input layers have four neurons (area, number of nodes, ratio of RTA and
ratio of NRTA) and there are three hidden layers.

5. DESIGN AND EVALUATION

The network are designed using Op-Net Modular VV14.5 under specification given
in Table 1, and the area is changed as following values (100*100, 200*200, 400*400,
800*800 and 1000*1000) m?. Different numbers of nodes are taken in all scenarios, after
all scenarios are done we calculate the QoS for all protocols and used it to leaned Neural

network to estimate the Best protocol as shown in Fig. 4.
5.1 Evaluation and Analysis of QOSHFS

During the evaluation of FIS from the QoSHFS, the first calculations of voice
QoS are between the throughput and PDR under the first level of +ve QoS part. The

second calculations of voice QoS are between jitter and latency under the same level but
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in -ve QoS part. The result from the two parts will be used in the calculation of the final
QoS and will be multiplied by the ratio of real time application (depending on the

requirements).

Another evaluation of fuzzy is QoS of E-Mail calculated between throughput and

latency parameters, which are multiplied by the ratio of non-real time application.

Finally adding the results from the fuzzy voice to results of E-mail under

constrain environment, which will be the results of QoS, Zaghar and AL Wahab, 2013.

5.2 Neural Network.

1. There are 180 simulations designed using Op-Net modular 14.5 by (AODV,
DSR, OLSR and TORA) protocols and evaluated the QoS for it using fuzzy

interface system.

2. Through Equation 4, Xia, et al. 2012, and trial and error we concluded the

number of hidden layers which is 4 as shown in Fig. 5.

n<4m(k+1) .4
where

(m) is input layer nodes, (K) the output layer nodes

3. The 180 QoS evaluated from step 1 in the Table 2-A,2-B,2-C,2-D,2-E, will
be used to learn neural till 5000 iteration and the best validation 12331 as

shown in Fig. 6 and Fig. 7.

4. The input are four elements (area, number of nodes, ratio of R.T.A and ratio
of N.R.T.A), the second layer is hidden layer and it contains 20 neurons and

the third layer contains 10 neurons and fourth is contains 20 neurons and last

5. Training the network depends on the results from the simulation (QoS) and
making the error ratio (107). This will learn the neural network to get high

accuracy digit to estimate the best protocol of the area. This topic describes
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two different styles of training. The incremental training in which the weights

and biases of the network are updated each time an input is presented to the

network. The second style is the batch training in which the weights and

biases are only updated after all the inputs are presented. The batch training

methods are generally more efficient in the MATLAB 2012A environment,

and they are emphasized in the Neural Network Toolbox software, but there

are some applications where incremental training can be useful, so that

paradigm is implemented as well.

6. Validation the network. Now the network is ready to be used.

After neural network design, one can be sure from accuracy of the results through

the input data approximation of data learning.

Test No. 1 Results
No. Ratio Ratio of
Area of | OfReal | NonReal | Aopv | DSR | OLSR | TORA
Nodes . .
Application | Application
15000 m* | 50 0.5 0.5 0.9963 | 0.9945| 0.9994 | 0.9934

From test 1 the area 15000 m? is (122*122) which is close to the area (100*100)

and result matches the learning data. The best protocol is OLSR.

Test No. 2 Results
No. Ratio Ratio of
Area of | Ofreal | NomReal | Aopv | DSR | OLSR | TORA
Nodes Application | Application
25000 m* | 45 0.5 05 0.9993 | 0.9947 | 0.9925 | 0.9905
Test No. | 3 Results
No. Ratio Ratio of
Area | of | OfReal [ NonReal | Aopy | DSR | OLSR | TORA
Nodes Application | Application
50000 m® | 60 0.5 0.5 0.3311 | 0.1383 | 0.5401 | 0.0158
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From test 2, increasing the area and decreasing the number of nodes the QoS remains

constant and the best of routing protocol for this specification is (AODV).

TestNo. | 4 Results
No. O?Egleg':\l Ratio of Non-
Area Of Time Real Time | AODV | DSR | OLSR | TORA
Nodes Application Application
750000 m* | 40 0.7 0.3 0.7585 | 0.7200 | 0.8586 | 0.4922

In test 3, the best protocol is OLSR but it needs to be improved; by adding node
server to serve other nodes as shown in Fig. 8 and making some of nodes static (to reduce

the update of table driven in reactive protocol) or increasing the ratio of real time
application to improve the QoS.

After adding 6 nodes server and making 25 nodes static the QoS will be improved
to (0. 6421).

Test No. 5 Results
No. Ratio Ratio of
Area of | el | NowReal | AODV | DSR | OLSR | TORA
Nodes Application | Application
300000 m? | 60 0.5 0.5 0.9968 | 0.9991 | 0.9939 | 0.9902
Test No. 6 Results
No. Ratio Ratio of
Area of | OfReal | NomReal | AODV | DSR | OLSR | TORA
Nodes Application Application
500000 m? | 48 0.3 0.7 0.9911 | 0.4838 | 0.2472 | 0.1561

Through previous tests and the results showed it was possible to expect the best
protocol for any region and the number of nodes application used, which in turn will

determine the best protocol, which helps to achieve the best QoS to the network. There
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are some of rules to improve QoS through mixing between the two protocols (AODV &
DSR) as compared with reference Bandyopadhyay, 2006, or distribute some of nodes
server to help other nodes by flooding.

6.CONCLUSION

This paper presented a research work on QoS technologies for multimedia
applications in next generation networks. We used Fuzzy Neural technique to implement
this work. The Fuzzy technique evaluated QoS for all protocols by identifying different
number of nodes using several areas. The most important parameters in the QoS are:
throughput, PDR, Latency, and Jitter. The values of the QoS evaluation were compared
with the results of implementing other protocols for the same design. The Neural
technique was implemented and tested to identify the best protocol. The Ad-hoc network
had used two types of applications: Real time and Non real time applications in the
MANET. Finally, the neural technique used all QoS results obtained by Fuzzy technique
to learn ANN. The results showed that the proposed approach enhanced performance and

it was the best protocol depending on the QoS factor of the medium radio.
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Figure 1. Evaluating the QoS of Real Time application.
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Figure 5. Neural network.
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Figure 8. Improve the routing protocol OLSR.

Table 1. Specification of Design

Simulation Specification

Value

Mobility Model Random Way Point (RWP)
Node Speed 2.7 m/sec
Areas 100*100 - 200*200 - 400*400 - 800*800 -

1000*1000

Number of Nodes 10,20,40 and 80

Simulation time 1100 sec
Packet Reception Power Threshold -85 dB
Transmission Power 0.006w or 7.781 dBm

Mac Layer Type

802.11g (12MB)
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Table 2-A. QoS of simulation on area (100*100) m®.

No. of Ratio of QoS of protocols

Area nodes | voice used AODV DSR OLSR TORA
100*100 10 0.1 0.84391 | 0.84391 | 0.84391 | 0.84391
100*100 10 0.2 0.85421 | 0.85422 | 0.85422 | 0.85422
100*100 10 0.3 0.86453 | 0.86453 | 0.86453 | 0.86453
100*100 10 0.4 0.8748 0.87484 | 0.87484 | 0.87484
100*100 10 0.5 0.8852 0.88515 | 0.88515 | 0.88515
100*100 10 0.6 0.8955 0.89546 | 0.89546 | 0.89546
100*100 10 0.7 0.9058 0.90577 | 0.90577 | 0.90577
100*100 10 0.8 0.9161 0.91608 | 0.91608 | 0.91608
100*100 10 0.9 0.9264 0.92639 | 0.90639 | 0.92639
100*100 20 0.1 0.8692273 | 0.84391 | 0.84391 | 0.84391
100*100 20 0.2 0.8798466 | 0.85422 | 0.85422 | 0.85422
100*100 20 0.3 0.8904659 | 0.86453 | 0.86453 | 0.86453
100*100 20 04 0.9010852 | 0.87484 | 0.87484 | 0.87484
100*100 20 0.5 0.9117045 | 0.88515 | 0.88515 | 0.88515
100*100 20 0.6 0.9223238 | 0.89546 | 0.89546 | 0.89546
100*100 20 0.7 0.9329431 | 0.90577 | 0.90577 | 0.90577
100*100 20 0.8 0.9435624 | 0.91608 | 0.91608 | 0.91608
100*100 20 0.9 0.9541817 | 0.92639 | 0.92639 | 0.92639
100*100 40 0.1 0.7795 0.78024 | 0.17427 0.48
100*100 40 0.2 0.7262 0.72688 | 0.18824 0.46
100*100 40 0.3 0.673 0.62016 | 0.20221 0.44
100*100 40 04 0.6197 0.62016 | 0.21618 0.42
100*100 40 0.5 0.5664 0.5668 | 0.23015 0.4
100*100 40 0.6 0.5131 0.51344 | 0.24412 0.38
100*100 40 0.7 0.4598 0.46008 | 0.25809 0.36
100*100 40 0.8 0.4066 0.40672 | 0.27206 0.34
100*100 40 0.9 0.3533 0.35336 | 0.28603 0.32
100*100 80 0.1 0.7795 0.70155 | 0.350775 | 0.78006
100*100 80 0.2 0.7262 0.65358 | 0.32679 | 0.72672
100*100 80 0.3 0.673 0.6057 | 0.30285 | 0.67338
100*100 80 04 0.6197 0.55773 | 0.278865 | 0.62004
100*100 80 0.5 0.5664 0.50976 | 0.25488 | 0.5667
100*100 80 0.6 0.5131 0.46179 | 0.230895 | 0.51336
100*100 80 0.7 0.4598 0.41382 | 0.20691 | 0.46002
100*100 80 0.8 0.4066 0.36594 | 0.18297 | 0.40668
100*100 80 0.9 0.3533 0.31797 | 0.158985 | 0.35334
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Table 2-B. QoS of simulation on area (200*200) m®.

Area No. of Ratio of QoS of protocols
nodes voice AODV DSR OLSR TORA
used

200*200 10 0.1 0.84391 0.84391 0.84391 0.84391
200*200 10 0.2 0.85422 0.85422 0.85422 0.85422
200*200 10 0.3 0.86453 0.86453 0.86453 0.86453
200*200 10 0.4 0.87484 0.87484 0.87484 0.87484
200*200 10 0.5 0.88515 0.88515 0.88515 0.88515
200*200 10 0.6 0.89546 0.89546 0.89546 0.89546
200*200 10 0.7 0.90577 0.90577 0.90577 0.90577
200*200 10 0.8 0.91608 0.91608 0.91608 0.91608
200*200 10 0.9 0.92639 0.92639 0.92639 0.92639
200*200 20 0.1 0.58048 0.78024 0.84391 0.19036
200*200 20 0.2 0.62006 0.72688 0.85422 0.22042
200*200 20 0.3 0.65964 0.67352 0.86453 0.25048
200*200 20 0.4 0.69922 0.62016 0.88515 0.28054
200*200 20 0.5 0.7388 0.5668 0.89546 0.3106
200*200 20 0.6 0.77838 0.51344 0.90577 0.34066
200*200 20 0.7 0.81796 0.46008 0.91608 0.37072
200*200 20 0.8 0.85754 0.40672 0.92639 0.40078
200*200 20 0.9 0.89712 0.35336 0.92639 0.43084
200*200 40 0.1 0.78024 0.78024 0.546168 0.17427
200*200 40 0.2 0.72688 0.72688 0.508816 0.18824
200*200 40 0.3 0.67352 0.67352 0.471464 0.20221
200*200 40 0.4 0.62016 0.62016 0.434112 0.21618
200*200 40 0.5 0.5668 0.5668 0.39676 0.23015
200*200 40 0.6 0.51344 0.51344 0.359408 0.24412
200*200 40 0.7 0.46008 0.46008 0.322056 0.25809
200*200 40 0.8 0.40672 0.40672 0.284704 0.27206
200*200 40 0.9 0.35336 0.35336 0.247352 0.28603
200*200 80 0.1 0.78024 0.7334256 0.468144 0.78024
200*200 80 0.2 0.72688 0.6832672 0.3052896 0.72688
200*200 80 0.3 0.67352 0.6331088 0.2828784 0.67352
200*200 80 0.4 0.62016 0.5829504 0.2604672 0.62016
200*200 80 0.5 0.5668 0.532792 0.238056 0.5668
200*200 80 0.6 0.51344 0.4826336 0.2156448 0.51344
200*200 80 0.7 0.46008 0.4324752 0.1932336 0.46008
200*200 80 0.8 0.40672 0.3823168 0.1708224 0.40672
200*200 80 0.9 0.35336 0.3321584 0.1484112 0.35336
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Table 2-C. QoS of simulation on area (400*400) m®.

Area No. of | Ratio of QoS of protocols

nodes voice AODV DSR OLSR TORA

used

400*400 10 0.1 0.83104 0.84391 0.84391 0.84391
400*400 10 0.2 0.84278 0.85422 0.85422 0.85422
400*400 10 0.3 0.85452 0.86453 | 0.86453 | 0.86453
400*400 10 0.4 0.86626 0.87484 | 0.87484 | 0.87484
400*400 10 0.5 0.878 0.88515 | 0.88515 | 0.88515
400*400 10 0.6 0.88974 0.89546 | 0.89546 | 0.89546
400*400 10 0.7 0.90148 0.90577 | 0.90577 | 0.90577
400*400 10 0.8 0.91322 0.91608 | 0.91608 | 0.91608
400*400 10 0.9 0.92496 0.92639 0.92639 0.92639
400*400 20 0.1 0.84391 0.82024 | 0.84391 0.80242
400*400 20 0.2 0.85422 0.80688 | 0.85422 0.79104
400*400 20 0.3 0.86453 0.79352 | 0.86453 | 0.77966
400*400 20 0.4 0.87484 0.78016 | 0.87484 | 0.76828
400*400 20 0.5 0.88515 0.7668 0.88515 0.7569
400*400 20 0.6 0.89546 0.75344 | 0.89546 | 0.74552
400*400 20 0.7 0.90577 0.74008 | 0.90577 | 0.73414
400*400 20 0.8 0.91608 0.72672 0.91608 | 0.72276
400*400 20 0.9 0.92639 0.71336 | 0.92639 0.71138
400*400 40 0.1 0.78024 0.78024 0.48 0.48
400*400 40 0.2 0.72688 0.72688 0.46 0.46
400*400 40 0.3 0.67352 0.67352 0.44 0.44
400*400 40 0.4 0.62016 0.62016 0.42 0.42
400*400 40 0.5 0.5668 0.5668 0.4 0.4
400*400 40 0.6 0.51344 0.51344 0.38 0.38
400*400 40 0.7 0.46008 0.46008 0.36 0.36
400*400 40 0.8 0.40672 0.40672 0.34 0.34
400*400 40 0.9 0.35336 0.35336 0.32 0.32
400*400 80 0.1 0.78024 0.75024 | 0.450144 | 0.78024
400*400 80 0.2 0.72688 0.73688 | 0.442128 | 0.72688
400*400 80 0.3 0.67352 0.70352 | 0.422112 | 0.67352
400*400 80 0.4 0.62016 0.68016 | 0.408096 | 0.62016
400*400 80 0.5 0.5668 0.6668 0.40008 0.5668
400*400 80 0.6 0.51344 0.63344 | 0.380064 | 0.51344
400*400 80 0.7 0.46008 0.61008 | 0.366048 | 0.46008
400*400 80 0.8 0.40672 0.59672 | 0.358032 | 0.40672
400*400 80 0.9 0.35336 0.57336 | 0.344016 | 0.35336
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Table 2-D. QoS of simulation on area (800*800) m®.

Area No. of | Ratio of QoS of protocols
nodes voice AODV DSR OLSR TORA
used

800*800 10 0.1 0.80074 0.23794 | 0.23794 | 0.20413
800*800 10 0.2 0.76788 0.31558 | 0.34558 | 0.24796
800*800 10 0.3 0.73502 0.39322 | 0.37322 | 0.29179
800*800 10 0.4 0.70216 0.47086 | 0.47086 | 0.33562
800*800 10 0.5 0.6693 0.5485 0.5485 0.37945
800*800 10 0.6 0.63644 0.62614 | 0.62614 | 0.42328
800*800 10 0.7 0.60358 0.70378 | 0.70378 | 0.46711
800*800 10 0.8 0.57072 0.78142 | 0.78142 | 0.51094
800*800 10 0.9 0.53786 0.85906 | 0.85906 | 0.55477
800*800 20 0.1 0.819252 | 0.78024 | 0.78266 | 0.76494
800*800 20 0.2 0.763224 | 0.72688 | 0.79502 | 0.71328
800*800 20 0.3 0.707196 | 0.67352 | 0.75738 | 0.66162
800*800 20 0.4 0.651168 | 0.62016 | 0.73974 | 0.60996
800*800 20 0.5 0.59514 0.5668 | 0.70721 | 0.5583
800*800 20 0.6 0.539112 | 0.51344 | 0.68446 | 0.50664
800*800 20 0.7 0.483084 | 0.46008 | 0.66682 | 0.45498
800*800 20 0.8 0.427056 | 0.40672 | 0.65918 | 0.40332
800*800 20 0.9 0.371028 | 0.35336 | 0.62154 | 0.35166
800*800 40 0.1 0.78024 0.78024 | 0.68024 | 0.17427
800*800 40 0.2 0.72688 0.72688 | 0.63688 | 0.18824
800*800 40 0.3 0.67352 0.67352 | 0.60352 | 0.20221
800*800 40 0.4 0.62016 0.62016 | 0.57016 | 0.21618
800*800 40 0.5 0.5668 0.5668 0.5668 0.23015
800*800 40 0.6 0.51344 0.51344 | 0.51344 | 0.24412
800*800 40 0.7 0.46008 0.46008 | 0.46008 | 0.25809
800*800 40 0.8 0.40672 0.40672 | 0.40672 | 0.27206
800*800 40 0.9 0.35336 0.35336 | 0.35336 | 0.28603
800*800 80 0.1 0.78006 0.77688 | 0.17427 | 0.24796
800*800 80 0.2 0.72672 0.75352 | 0.18824 | 0.29179
800*800 80 0.3 0.67338 0.73016 | 0.20221 | 0.33562
800*800 80 0.4 0.62004 0.6968 0.21618 | 0.37945
800*800 80 0.5 0.5667 0.67344 | 0.23015 | 0.36796
800*800 80 0.6 0.51336 0.56008 | 0.24412 | 0.34008
800*800 80 0.7 0.46002 0.55672 | 0.25809 | 0.33672
800*800 80 0.8 0.40668 0.52336 | 0.27206 | 0.32336
800*800 80 0.9 0.35334 | 0.50603 | 0.28603 | 0.30231
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Table 2-E QoS of simulation on area (1000*1000) m’.

Area No. of | Ratio of QoS of protocols

nodes voice AODV DSR OLSR TORA

used

1000*1000 10 0.1 0.71296 0.84391 0.84391 0.84391
1000*1000 10 0.2 0.73782 0.85422 0.85422 0.85422
1000*1000 10 0.3 0.73782 0.86453 0.86453 0.86453
1000*1000 10 0.4 0.78754 0.87484 0.87484 0.87484
1000*1000 10 0.5 0.8124 0.88515 0.88515 0.88515
1000*1000 10 0.6 0.83726 0.89546 0.89546 0.89546
1000*1000 10 0.7 0.86212 0.90577 0.90577 0.90577
1000*1000 10 0.8 0.88698 0.91608 0.92639 0.91608
1000*1000 10 0.9 0.91184 0.92639 0.92639 0.92639
1000*1000 20 0.1 0.40957 | 0.4341442 0.84391 0.19488
1000*1000 20 0.2 0.46814 | 0.4962284 0.85422 0.22946
1000*1000 20 0.3 0.52671 | 0.5583126 0.86453 0.26404
1000*1000 20 0.4 0.58528 | 0.6203968 0.87484 0.29862
1000*1000 20 0.5 0.64385 | 0.682481 0.88515 0.3332
1000*1000 20 0.6 0.70242 | 0.7445652 0.89546 0.40236
1000*1000 20 0.7 0.76099 | 0.8066494 0.90577 0.40236
1000*1000 20 0.8 0.81956 | 0.8687336 0.91608 0.43694
1000*1000 20 0.9 0.87813 | 0.9308178 0.92639 0.47152
1000*1000 40 0.1 0.78024 0.80074 0.17427 0.48
1000*1000 40 0.2 0.72688 0.76788 0.18824 0.46
1000*1000 40 0.3 0.67352 0.73502 0.20221 0.44
1000*1000 40 0.4 0.62016 0.70216 0.21618 0.42
1000*1000 40 0.5 0.5668 0.6693 0.23015 0.4
1000*1000 40 0.6 0.51344 0.63644 0.24412 0.38
1000*1000 40 0.7 0.46008 0.60358 0.25809 0.36
1000*1000 40 0.8 0.40672 0.57072 0.27206 0.34
1000*1000 40 0.9 0.35336 0.53786 0.28603 0.32
1000*1000 80 0.1 0.78006 | 0.702054 | 0.3159243 | 0.78006
1000*1000 80 0.2 0.72672 | 0.654048 | 0.2943216 | 0.72672
1000*1000 80 0.3 0.67338 | 0.606042 | 0.2727189 | 0.67338
1000*1000 80 0.4 0.62004 | 0.558036 | 0.2511162 | 0.62004
1000*1000 80 0.5 0.5667 0.51003 0.2295135 | 0.5667
1000*1000 80 0.6 0.51336 | 0.462024 | 0.2079108 | 0.51336
1000*1000 80 0.7 0.46002 | 0.414018 | 0.1863081 | 0.46002
1000*1000 80 0.8 0.40668 | 0.366012 | 0.1647054 | 0.40668
1000*1000 80 0.9 0.35334 | 0.318006 | 0.1431027 | 0.35334
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ABSTRACT

This paper discusses an optimal path planning algorithm based on an Adaptive Multi-
Obijective Particle Swarm Optimization Algorithm (AMOPSO) for two case studies. First case,
single robot wants to reach a goal in the static environment that contain two obstacles and two
danger source. The second one, is improving the ability for five robots to reach the shortest way.
The proposed algorithm solves the optimization problems for the first case by finding the
minimum distance from initial to goal position and also ensuring that the generated path has a
maximum distance from the danger zones. And for the second case, finding the shortest path for
every robot and without any collision between them with the shortest time. In order to evaluate
the proposed algorithm in term of finding the best solution, six benchmark test functions are used
to make a comparison between AMOPSO and the standard MOPSO. The results show that the
AMOPSO has a better ability to get away from local optimums with a quickest convergence than
the MOPSO. The simulation results using Matlab 2014a, indicate that this methodology is
extremely valuable for every robot in multi-robot framework to discover its own particular
proper path from the start to the destination position with minimum distance and time.

Key words: multi-robot system, path planning, multi-objective approaches, adaptive multi-
objective particle swarm optimization, danger zones.
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1. INTRODUCTION

The Multi Robot System (MRS) can be described as a group of robots working in the same
environment. However, robotic systems may range from simple sensors, acquiring and
processing data, to complex human like machines, able to interact with the environment in fairly
complex ways. MRS has been widely applied to rescue, industrial, exploration of outer space
areas, due to its characteristics of reliability, robustness, and economy. Path planning has been
known as one of the main problems in the MRS. The objective was to choose the optimum path
without collision among them in the specified arena, Li, et al., 2009.

One of the most important tasks in the moving of mobile robots in static (fixed)
environments in the existence of multi-obstacles was to arrive the goal as fast as possible using
an optimal trajectory. Sometimes, the environments that the robots are working on may be
included danger zones (sensitive areas), so it must be considered in the robot path planning
(RPP) algorithms. In addition to generating the shortest path, the RPP algorithms also generate
trajectories at safe spaces from the danger zones in the arena, Gong, et al., 2011.

A MOPSO algorithm is utilized in, Zhang, et al., 2013, to generate trajectories for mobile
robots that are working on the environments that the robots are working on and may be included
danger sources. R. Kala introduced a co-evolutionary genetic programming algorithm to produce
a comprehensive, optimal path for multi-robots in map of the maze, where every robot searching
for the shortest path in addition to that, each robot avoids the collision with other robots. The
results show that this method can find the best paths for whatever number of mobile robots in
various arenas and scenarios, Kala, 2012. Kaluder, et al.,2011, showed a modified Asano's
algorithm which is performed to locate the visibility polygons and graphs. According to the
result, a cubical complexity of the algorithm is shown, based on reflection point numbers.

The methods that are used for solving RPP can be separated into two methods: traditional
and intelligent, the first method contains visibility graphs, configuration space (C-Space) and
artificial potential field., Jaillet, et al., 2010, addressed path planning issue to consider the cost
function defined over the C-Space. The proposed design computes minimum cost paths that
follow the valleys and saddle points of the C-Space cost map. According to the results this
method is very effective. The second method is a group of obstacles and points in the Euclidean
plane and it was applied to find the Euclidean shortest paths between a group of point (polygonal
point). The artificial intelligent path planning includes Ant Colony Optimization (ACO), Particle
Swarm Optimization (PSO), Genetic Algorithm (GA) and so on. Chung and Xu,2010,
suggested a generalized three dimensional (3D) path planning technique for robots using GA
with an adaptive evolution process. According to nearest neighbor, the authors presented a new
operator, named it a Bind-NN that is randomly separated and reconnect an elitist chromosome.
According to the results the efficiency and search effectiveness has a better improvement.
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Chakraborty, et al., 2008, presented an alternative method for a co-operative multiple RPP
problem using parallel differential evolution algorithms. According to the experimental results
this method is very useful for each robot in multi-robot systems for searching and finding the
shortest path to target.

In this paper, two case studies based on an Adaptive Multi-Objective Particle Swarm
Optimization Algorithm (AMOPSO) for solving RPP problem are presented the first one for
single robot and the second for multi-robot. In the first case, the AMOPSO algorithm generates
optimal paths by maximizing the distance between the generated paths and the danger zones that
exist in the arena and also minimizing the length of the path that needs by the mobile robot to
reach the target. In the second case, the AMOPSO algorithm improves the ability for multiple
robot system to reach the shortest way.

The rest of this paper is organized as follows: section 2 describes a problem formulation;
Section 3 describes the theoretical background; Section 4 describes the proposed AMOPSO
algorithm and the simulation results and discussion are presented in section 5. Finally, section 6
gives the research conclusions.

2. PROBLEM FORMULATION
2.1 Single Robot with Danger Zones

The multiple objective optimization algorithm is considered as AMOPSO algorithm, which
depends on two objectives to find the optimal paths for single mobile robots in fixed
environments that contain a number of obstacles and danger source.

PSO algorithm using a number of the population P of particles that are taking as a random
position in the work space. Every particle has a velocity (randomized) assigned to which they
have changed its position in the work space.

Let (R) be the robot that is used in a known environment in the task of finding the optimal
path with existing of danger zones and multi-obstacles. A population of particles (P) contains a
number of particles (N), are participating in the production of optimal path for the robot R.

The static environment includes a group of obstacles {Ok | k =1...p} and group of danger
zones {DZk | k =1...r} that are known in advance. As described in, Gong, et al., 2011, the danger
zone can be found in the environment when the robot is moving to reach the target.

The first objective in this case is to reach the maximum distance among each particle and
the danger zones. This means, at each iteration the AMOPSO algorithm attempt to find the
maximum Euclidean distance between the particle positions and every point for danger zones. To
achieve that, the following objective function is used:

1

fli (t) = -
E J(xpz; — Xi(0)2 + (Ypzj — Vi (B)?
Jj=1j=*i

Ji=1...N, 1)

where (Xpzj, Ypz;) are axis for the danger zone's position. When the AMOPSO algorithm reaches
the maximum number of iterations, then it eliminated agent’s trajectories which have any
collision points with any points of danger zones.

The second objective is to find the minimum distance that is needed by the robot from the
start position (X(t), Yi(t)) to the goal point (X, Ys). The objective function which is used to
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reach the minimum Euclidean distance between the agent current location and the goal is
formulated as,

2 (1) = JXe(©) — Xp)2 + (G () — ¥ )% ,i=1..N. 0
Eq. (1) and Eq. (2) are brought together into a single objective function:
fi(t) = £1; (t) + £2; (V) 3

Therefore, every iteration finds the maximum distance between the path points and the
danger zones points in the arena and also obtain the minimum distance that is needed by the
mobile robot.

2.2 Multi-Robot System with Shortest Way
There are three principles used to organize the robot movement in order to reach the goal
position without collision with obstacles or other robot in the arena, these principles are:

1) At first, the robot identifies the next position so as to align itself to a goal.

2) This alignment may cause a collision with another robot. This may be happening in the
case of more than one robot try to take the same position. Also the collision may be
happening with obstacles that found in the next position. To avoid such collision, the
robot has to turn left or right by changing its position by increasing x-axis and y-axis with
threshold.

3) Finally, if the robot can align itself to the goal without any collision with other robot or
obstacles, it will move to next position.

The objective is to minimize the distance that is needed for each robot from the start
position to its goal with minimum time. The objective function that is used to minimize the
Euclidian distance between the agent current position and the goal point is formulated as:

i () = VOO — X2+ (G () — V)2 ,i=1.N. (4

where, (Xi(t), Yi(t)) is initial position and (Xs, Y5) is goal point.
3. THEORETICAL BACKGROUND
3.1 Path Planning

The field of robot path planning (RPP) was begun in 1960's. The RPP problem is a very
defy challenging in the field of robotics. The main objective is to find a collision free path from
an initial position to a destination position. Robot Navigation (RN) problem has to be concerned
with three main matters: accuracy, safety and efficiency. The accuracy and safety issues deal
with finding a collision-free path and following the exactly addressed path. Efficiency means that
the algorithm searching the shortest distance with acceptable time by not letting the robot to stop
and turn many times or take needless steps, which results in squandering of time and energy
consumption. Ehlert, 1999.
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Depending on the environment where the robot located in; RPP can be classified into two
types:
1) RPP in static environment: if there are fixed obstacles in the arena.
2) RPP in dynamic environment: if the arena has both fixed and moving obstacles.

Each of these two types could be further subdivided into a sub-group:

1) Global Path Planning (GPP): a total information about fixed obstacles and a path of
moving obstacles are known in advance; thus, the GPP can be planned before the robot
starts to move (offline).

2) Local Path Planning (LPP): a total information about the environment is not obtainable in
advance. So, while it moves through the environment the mobile robot obtains
information through sensors (online), Miao, 2009.

3.2 Optimization Technique
3.2.1 Standard PSO Algorithm

Particle Swarm Optimization (PSO) algorithm was invented by Kennedy and Eberhart in
1995 is an evolutionary algorithm inspired by the motion of the fish school or bird flocks in
nature. It is used in optimizing the continuous nonlinear functions. PSO uses a population of
particles (agents) that are moving in the work space and at each iteration a particle memorized
the coordinates of the position in the work space associated with better fitness value achieved so
far. PSO also stores the position of the best value from the whole particles, Kennedy and
Eberhart,1995.

A position vector X;j(t) and velocity vector Vj(t) for every particle in the population is, Rao,
2009:

Vi(t) = (V¥ (@), Vi'@), i=1..N, (5)
Xi(t) = (X*(t), X' (©)), i=1...N. (6)
where the super-scripts X & Y highlight the vector components in the 2-D work space where the
robot is moving. Every agent maintains the best own positions that are reached in the best
position vector P pest (1):

Pi, best (£) =(P*(t), Pi" (1)), i=L...N. (7)

The best positions of the whole population are maintained in the vector Py pest (t):

Pg. best (1) =(Pg*(t), Pg"(1)), i =1...N. (8)

The updating velocity, which is used by the particle in the moving in search space can be
found according to:

V¥ (t+1) =w(t) V() + c1 rl [P(t) - XX ()] + ¢2 r2 [Pg*(t)-X ()], i=1...N. (9)
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Vi' (t+1) =w(t) Vi'(t) + ¢l rl [Pi'(t) - Xi" ()] + ¢2 r2 [P’ (1)-X:"(1)], i=1...N. (10)

where r1 and r are uniformly distributed random variables in the range of [0,1] , 0.4 < w(t) < 0.9
is the inertia weight, c1 and c2 are the weighting factors of the stochastic accelerations pulling
the agents towards their final positions and it rang is [0,4]. The next particle position in the
search space is obtained using the following equations:

Xi(t+1) =Xi(t)+Vi(t+1). (11)

Yi(t+1) =Yi()+V; ' (t+1). (12)
Pseudocode that shows the steps of the standard PSO algorithm works illustrated in Fig. 1.

3.2.2 MOPSO Algorithm

Mostly, a single condition used by researchers to generate an optimal path, such as the time
required by a mobile robot to reach the target or minimum path length. But, in practice, several
conditions must be meets to make the path feasible, such as safety, energy consumption,
smoothness, etc.

An optimal path for single criterion does not mean that all the other criteria are satisfied,
Fujimura, 1996, As an example, an energy consumption dose not desired at the expense of
shortest path along the path.

So, in multi-objective PSO (MOPSO) algorithm the target is to find a set of different
solutions by modifying the original scheme. Three main concepts must be considered when
extending PSO to MOPSO. These concepts are Dehuri, et al., 2008:

e How to choose the leaders from particles with a view to give priority to non-dominated
solutions over those that are dominated?

e How to keep a non-dominated solution that be found within the search process with a
view to give a report solution that is non-dominated with respect to all the past agents and
not only with respect to the current one?

e How to save the diversity in the swarm with a view to avoid convergence for a single
local solution?

Pseudocode that shows the procedure of the standard MOPSO algorithm works presented in
Fig. 2. Italics are used in Fig. 2 to clarify the difference process between MOPSO and PSO
algorithms.

3.2.3 Multi-objective approaches

When the optimization problem contains more than one objective function, the mission of
finding one optimal solutions or more is known as multiple objective optimization. The common
methods that are used to deal with multiple objective optimization are: weighted sum and pareto
front

1. Weighted Sum Approach

The weighted sum method combines all multiple objective functions into one scalar,
composite objective function using the weighted sum, Yang, 2014.
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)= " W fm(x). (13)

The important matter in specifying the weighting coefficient, W = (W, W5, ..., Wy,) because
the strongly solution depends on the selection of W. Obviously, these weights have been positive,
satisfying XX _, W, = 1, W, €[0,1].

2. Pareto Dominance and Pareto Optimality

In a pareto set, a solution back to the pareto set, if there is no other solution can improve at
least one objective without degrading on any other one from the objective. In the context of
Multi-Objective Optimization (MOO), formally, a decision vector i € Q is said to pareto
dominate vector v € Q, in a minimization context, if and only if:

111111

vi e {1LK,N} f;(W) < f;(v),
and 3; € { LK, N}, fi(W) < f;(¥). (14)

In the context of Multi-Objective Optimization MOO, Pareto dominance is used to compare
and rank decision vectors: 1 dominating ¥ in the Pareto sense means that 1_5(17) is either the same
or better than F(ﬁ) for all objectives, and there is at least one objective function for which 1_5(17)
is strictly better than F(#) Yang, 2014.

4. PROPOSED AMOPSO ALGORTHIM

In this paper, an adaptive approach is proposed to adjust the particles velocity and position
to overcome the slow convergence problem that emerged in Standard PSO (SPSO) algorithm.

Thus, in the APSO, the particle position is updated such that the highly fitted particle moves
slowly when compared to the lowly fitted particle. Therefore, in order to achieve the promising
updating, the following particles’ parameters should be adapted according to their objective
function values, Humadi, et al., 2013:

1. The adaptive inertia weight factor (AIWF) w;', is proposed to find out a compromised
AIWF that satisfies both exploration (global search) and exploitation (local search). The
AIWF is determined as in Egs. (15 & 16).

2. The adaptive acceleration coefficients (AACs) c'1; and c'; they are used to award the
efficient particle that has high fitness and punishes the not competent one. These AACs
are formulated as in Eqgs. (17, 18, 19, 20, 21 & 22).

3. The adaptive random numbers (ARNS) r'y; and r';, are proposed to increase the
movement impact on the third term (swarm) and decrease the movement influence on the
second term (individual) of Egs. (9) and (10). These ARNs are written as in Egs.

(23&24).

Max (Pbesti)
Wi = (Winax - Winin) * (e~ € %02 * Jogray (Ti + 1)) + Winin. (15)
Wi = (Wmax-Whin) * L * l0gTmax (Ti #1) + Wiin. (16)
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C, decrease from 1.5 ~ 0.5, C, increase from 1.5~25

Ti

Ci=Z+L* — a7
c2:z+|_*TnT;x. (18)
C; decrease from 1.5 ~ 0.5, C, decrease from 1.5 ~ 0.5

Ci=Z-L*——. (19)
Co=Z-L*—— (20)
C; decrease from 1.5 ~ 0.5, C; increase from 1.5 ~ 2.5

Ci=Z-L*——. (21)
Co=Z+L*—— (22)
ri=rand; *L* T”Tliax. (23)
rp=rand, *L* T”Tliax. (24)

where, W; must be between (0.4 and 0.9)
e 0.4 when the first part of the Egs. (15 & 16) equal to zero

Max (Pbesti)
o 0.9whenthe (em( =t "2 * Jogrm,, (Ti+ 1)) equal to one

e 0.9 when the L * logrmax (Ti +1) equal to one
Max (Pbesti)

e 04~09when(e=C =t "2 * |ograx (Ti+ 1)) not equal to zero or one
e 0.4~0.9when L * logrmax (Ti +1) not equal to zero or one

Z =Constant=1.5

T; = Current iteration
Tmax = Maximum number of iterations
L must be in this range 0 <L <1

o M=—* iL, Pbesti
N

2 _ 1 n . 2

o Vi=_——* %  (Pbesti—M)
Pbesti — M
e Y=—17—

v
o L=e IV
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rand; & rand, = random number between (0 ~ 1)
So, in this paper four AMOPSO cases are simulated, these cases are listed in Table 1.

5. SIMULATION RESULTS AND DISCUSSION
5.1 Simulation Parameter Settings

The following parameters of the AMOPSO path planning algorithm have been used in the
experiment: N = 8, maximum number of iterations tma=120, initial velocities vy' = random and
vy' = random, acceleration constants 0.5 < c; < 2.5 and 0.5 < ¢, < 2.5 and inertia weight Wpin < w
< Wmax, Wmin = 0.4 and Wpyax = 0.9.

The Matlab2014a programming language used to implement the simulation code for path
planning and executing on the system with 2.60GHz CPU and 2.0G RAM.

5.2 Benchmark Test Functions

Several unimodal and multimodal benchmark functions have been adopted from,
Vesterstrom and Thomsen, 2004. The list of the test functions and some of their characteristics
can be seen in Table 2 and Table 3. In the Table 2, the “Range” column gives the defined range
of the parameter and the “dim” column shows the number of dimensions used for each function
and in the Table 3 “Min. & Av.” column, the first value represents the minimum of optimal
solution and the second one represents the average of optimal solution that obtained over 100
runs are given. Functions f1 ~ f3 are unimodal and f4 ~ f6 multimodal.

The function f1 is the Sphere function:

flx) = X2, x. (25)
The function f2 is the Quadric function:

=3, (I, x) (26)
The function f3 is the Quadric Noise function:

f3(x) = ¥2, ix" + random (0,1). (27)
The function 4 is the Rastrigin function:

fax)= Y. [x 10 cos (2nx) +10]. (28)

The function f5 is the Ackley function:

_ 1 1
f5(x) = =20 exp(—0.2 ’m ) —exp (D cos3D (ani)) + 20 +e. (29)

The function f6 is the Griewank function:

f6(x) = 1/4000 Y2, x*- [1P_, cos (xil/i) +1. (30)

The initialization equation for x in the range of search space:

x=(b-a) * random (0,1) + a. (31)
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where a is the maximum limit in the search space and b is the minimum limit in the search space.
In SPSO, ¢;=c,=2, ry=random (0,1), r,=random (0,1), Wmin = 0.4 and Wnax = 0.9, the inertia
weight equation, Rao, 2009:

W(i): Winax _(M) * 1 (32)

lmax

5.3 Simulation Results and Discussion
5.3.1 Case study 1: environment with 2 obstacles and 2 danger zones

In this section, the environment used for the planning is a 11*11 meter, all obstacle positions
are listed in Table 4 and result in Table 5. Starting point is (0,0) and target point is (10,10). The
experiment has achieved a feasible solution; the best trajectory achieved by AMOPSOL1 is
illustrated in Fig. 3, best trajectory achieved by AMOPSO2 is shown in Fig. 4, best trajectory
achieved by AMOPSO3 is depicted in Fig. 5. While the best trajectory achieved by AMOPSO4
is shown in Fig. 6. A best distance achieved by Hybrid PSO-GSA in, Purcaru, et al., 2013, is
illustrated in Fig. 7. By comparing the results achieved in Figs. 3, 4, 5, 6 and Fig. 7 the
AMOPSO1, AMOPS0O2, AMOPSO3 and AMOPSO4 has a maximum distance from the danger
zone and minimum length to reach the target than Hybrid PSO-GSA, according to this if multi
robot used in the arena the AMOPSO give better results than Hybrid PSO-GSA. The results
obtained from Pareto are better than the results obtained from weighted sum. In pareto, the
average of maximum distance from danger zone is 40.04 and the average for minimum path is
14.72 while in weighted sum, the average of maximum distance from danger zone is 35.1 and the
average for minimum path is 14.44.

5.3.2 Case study 2: Multi-robot in environment with 5 obstacles

In this section, the environment used for the planning is al0*10 meters, all results are listed
in Table 6. The experiment has achieved a feasible solution; the global path was achieved by
AMOPSO is illustrated in Fig. 8, In the graph, the start point of robot 1 is [0,0] and the stop point
is [10, 10], the start point of robot 2 is [2.5, 0] and the stop point is [2.5, 10], the start point of
robot 3 is [7.5, 0] and the stop point is [2.5, 10], the start point of robot 4 is [0, 2.5] and the stop
point is [7.5, 10], the start point of robot 5 is [0, 7.5] and the stop point is [10,0]. Best distances
achieved by Immune Ant Colony Optimization Network Algorithm in, Hao, and Xu, 2014, are
listed in Table 7. By comparing the results achieved in Tables 6 and 7 the AMOPSOL1 has a
minimum time to reach the target than Immune Ant Colony Optimization Network Algorithm
and pareto reach the target in 44.8 times less than weighted sum and 562 times less than Immune
Ant Colony Optimization Network Algorithm.

6. CONCLUSION

In this paper, two case studies for path planning model based on AMOPSO is developed to
enhance the performance of the multi-robot path planning. In the first case, the algorithm
generates an optimal collision free trajectory in static environments that can contain known
multiple obstacles and multiple danger zones and the second case improve the ability of multiple
robot system to reach the shortest way. The algorithm achieved by Matlab 2014a and has been
applied on two maps, first map, including two obstacles and two danger zones and the second
including different barriers. The result of first case shows that the AMOPSO generates an
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optimal path by maximizing the distance between the generated paths and the danger zones that
exist in the environment and also minimizing the length of the path that needs by the mobile
robot to reach the target, these results are better than the results achieved by Hybrid PSO-GSA.
And the result for the second one shows that AMOPSO could be suit for a multi-robot system to
find the shortest path and without collision between them. These results show that the AMOPSO
has shortest time compared with time achieved by Immune Ant Colony Optimization Network
Algorithm.
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Begin
for each particle in the swarm
Initialize its position & velocity randomly
end for
do
for each particle in the swarm
Evaluate the fitness function
if the objective fitness value is better than the personal best objective fitness value
(Puest) 1n history, current fitness value set as the new personal best (Ppest)
end if
end for
From all the particles or neighbourhood, choose the particle with best fitness value as
the Guest
for each particle in the swarm
Update the particle velocity according to Eqs. 9 & 10
Update the particle position according to Egs. 11 & 12

end for
until stopping criteria is satisfied
end begin
Figure 1. Pseudocode of the standard PSO algorithm.
Begin

for each particle in the swarm
Initialize particles position & velocity randomly

end for
Initialize External Archive (EA) (initially EA empty)
Quality (leader)

do

for cach particle in the swarm
select a particle (leader) from EA
Evaluate the fitness function
if the objective fitness value 1s better than the personal best objective fitness value

(Puest) in history then
current fitness value of the objective function is set as the new Ppest

end if
Update the particle velocity according to Eqs. 9 & 10
Update the particle position according toEqs. 11 & 12

end for
Update /eader in EA
Quality (leader)

until stopping criteria is satistied
report the results of EA
end begin

Figure 2. Pseudocode of the standard MOPSO algorithm.
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Figure 7. Best results achieved by Hybrid PSO-GSA, Purcaru, et al., 2013.
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Tablel. AMOPSO cases

Name W Equation C1 & C2 Equation rl & r2 Equation
AMOPSO1 15 17 & 18 23& 24
AMOPSO2 15 19& 20 23 & 24
AMOPSO3 16 19 & 20 23 & 24
AMOPSO4 16 21 & 22 23 & 24

Table 2. Different benchmark functions on the SPSO and AMOPSO have been tested.

Benchmark fun. Dim Range
fl 30 [-100,100] °
f2 30 [-100,100] °
f3 30 [-1.28,1.28]°
f4 30 [-5.12,5.12]°
f5 30 [-32,32]°
f6 30 [-600,600] °

Table 3. Results for benchmark functions based on the SPSO and AMOPSO1, AMOPSO?2,
AMOPSO03 and AMOPS04 algorithms.

f SPSO AMOPSO1 AMOPSO2 AMOPSO3 | AMOPSO4
Min. & Av. Min. & Av. Min. & Av. Min. & Av. | Min. & Av.
fl 0.16239 0.020316 0.022755 0.020315 0.021744
0.26797 0.020322 0.02276 0.020318 0.021748
f2 0.61426 0.063806 0.066616 0.060719 0.06022
0.71556 0.063186 0.066639 0.060745 0.060259
f3 0.20384 0.07885 0.065096 0.072637 0.031205
8.4377 0.087416 0.070362 0.081607 0.048147
f4 0.16376 0.044989 0.078139 0.020808 0.019634
2.1796 0.080379 0.09372 0.02131 0.021526
5 0.21717 0.018962 0.020767 0.021648 0.021819
0.30033 0.019161 0.020981 0.02187 0.022042
6 0.20413 0.027966 0.027475 0.028591 0.028807
0.36459 0.028254 0.0281 0.028887 0.029154
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Table 4. Coordinates of obstacles and danger zone for the case study 1.

Obstacles Center Position
1 1.2,1
2 5.5,5.5
Danger zone Position
1 1,4
2 2,55

Table 5. Result for case study 1.

Max. distance from danger

Min. distance from start to target

Algorithm S
zone position
Pareto Weighted Sum Pareto Weighted Sum
AMOPSO1 46.251 39.963 14.725 14.437
AMOPSO?2 38.472 33.893 14.72 14.431
AMOPSO3 37.867 33.38 14.729 14.439
AMOPSO4 37.576 33.165 14.724 14.436

Table 6. Result for case study 2.

Robot number

Min. distance from start to
target position

Time

Pareto Weighted Sum Pareto Weighted Sum
Robot 1 14.7 14.7
Robot 2 10.041 10.041
Robot 3 10.308 10.308 0.0011602 0.051955
Robot 4 10.889 10.889
Robot 5 12.571 12.571

Table 7. Result for Immune Ant Colony Optimization Network Algorithm, Hao, and Xu, 2014.

Min. distance from start to

Robot number o Time
target position
Robot 1 14.1728
Robot 2 10.0423
Robot 3 10.3078 0.6525
Robot 4 10.9045
Robot 5 12.5720
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ABSRACT

This work presents mainly the buckling load of sandwich plates with or without crack for
different cases. The buckling loads are analyzed experimentally and numerically by using
ANSYS 15. The experimental investigation was to fabricate the cracked sandwich plate from
stainless steel and PVC to find mechanical properties of stainless steel and PVC such as young
modulus. The buckling load for different aspect ratio, crack length, cracked location and plate
without crack found. The experimental results were compared with that found from ANSYS
program. Present of crack is decreased the buckling load and that depends on crack size, crack
location and aspect ratio.

Keywords: sandwich plate, buckling load, cracked plate
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1. INTRODUCTION

Sandwich structures occupy a large proportion of composite materials design. They were very
light weight and high flexural rigidity, excellent thermal isolation characters but the risk of
buckling is greater than for classical structures. Daniel, et.al, 2003.

The transition of the plate from the stable state of equilibrium to the unstable one is referred to
as buckling or structural instability. The smallest value of the load producing buckling is called
the buckling load. According to this formulation, the critical load is the smallest load at which
both the flat equilibrium configuration of the plate and slightly deflected configuration are
possible. Ventsel, and Krauthammer, 2001. The behavior of plates are affected by presence of
defects such as cracks due to corrosion, chemical attack, fatigue, impact and imperfections.
Many research had studied buckling analysis of plate. Kumar, et al., 2004, investigated plates
behavior with various type of crack, like edge crack and central crack under different types of
loading. They calculated buckling loads using hierarchical trigonometric functions. Hiraman, et
al., 2004, studied quasi-static buckling tests were performed on natural fibre sandwich
composites without delamination, with single delamination and with two delamination were
prepared. From the results obtained it is evident that natural fibre structures without
delamination displayed the highest load approximately 90% higher than the samples with
delamination.

Nathera, 2011, investigated buckling phenomenon of cracked plates under compression load
numerically using ANSYS by calculating the effect of crack length and crack location (i.e.
cracks parameters) as well as the direction of load parallel or perpendicular to the crack faces. It
is found from the results which are shown graphically in figures that the crack parameters and
loading direction have significant effects on the critical buckling load (i.e. increased or
decreased) of compressed cracked plate. Ole, et al., 2012 described the development of a semi-
analytic buckling model for steel-elastomer sandwich plate using the Rayleigh-Ritz method. All
combinations of in-plane tensile, compressive and shear loads are measured. The model has
been implemented in a FORTRAN program and the results have been compared with these
obtain from the finite element program ABAQUS. Nathera, and Saddam, 2012, In this work,
the buckling behavior for edge cracked plates with compression loading is studied numerically
using ANSY'S considering the effect of the crack parameter (i.e. size, location and orientation),
aspect ratio of plate and boundary conditions. The results are shown that the crack parameters,
aspect ratio of plate and boundary condition are efficient factors on the buckling load
coefficient.

Hatem, and Nawal, 2014, studied the effect of using two skins material on the strength of
sandwich plates with the effect circular hole when the mechanical loads are applied.
Theoretically, numerically by ANSYS and experimentally are done for many cases of sandwich
plates. The sandwich plates under bending or buckling load determine experimentally. The
results showed that the stress concentration that occur in in hole weaken the strength of
sandwich plate is depending on the size of hole and the face materials. Shariati, et.al., 2014, the
buckling and post-buckling behaviors of cracked stainless-steel plates under uniform axial
compression load were investigated experimental and numerical and parameter effects such as
length of crack, crack angle, position of crack, plate imperfection, load band, and thickness of
plate on the critical buckling load were analyzed. In the experimental work, mechanical
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properties and plastic behavior of plates made from stainless steel were determined for the
numerical study. Results are shown the considerable effects of the above parameters on the
critical buckling load.

The present work focuses on how to evaluate buckling load for sandwich plate with crack
experimentally and numerically. Mechanical properties for stainless steel and PVC are
determined experimentally. Compression test done to find critical buckling load for different
cases.

Also Finite element coded by ANSYS15.0 used to find it. According to author's knowledge
about the published papers on the buckling field, there is no report on the buckling analysis of
edge cracked sandwich plate.

2. NUMERICAL ANALYSIS

2.1 Element Selection and Modeling
Finite element method has been employed to analyze buckling load (critical loads at which a
plate becomes unstable). The model was developed in ANSYS 15.0 using the element called
shell281 as shown in Fig.1 which is suitable for analyzing thin plate to moderately thick plate.
The element has eight nodes at each node there were six degrees of freedom: translations in the
global coordinate x is directed along the width of the plate, while the global y coordinate is
directed along the length and the global z direction corresponds to the thickness direction, and
rotations about the x, y, and z axes. It may be used for modeling that has layered applications
such as composite shells. It is include the effects of transverse shear deformation. The accuracy
in modeling composite shells is governed by the first order shear deformation theory. The shell
section allows for layered shell definition, options are available for specifying the thickness,
material, orientation through the thickness of the layers.
There were four steps for the eigenvalue buckling in ANSYS 15.0:
1. Build up the model: it includes defining element type (shell 281), material properties
(young modulus and poison ratio of steel and aluminum) and models.
2. Solution (static analysis): includes made boundary conditions, applying loads and the
analysis solve.
3. Eigen buckling analysis: from eigenvalue buckling analysis can be found the theoretical
buckling strength of the plate.
4. Postprocessor: these steps includes listing result such as buckling loads and viewing
mode shape of buckling , it can be plot the deformed and un-deformed shape of
laminated plate.

2.2 Mesh Convergence

A convergence study was performed to determine the appropriate finite element mesh to be used
in the buckling analysis of sandwich plate model. Meshes were developed, with increasing
numbers of elements in the x and y directions and the buckling load for each of these models is
shown in Fig. 2.
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When increasing the degree of freedom from (576) to (2046) the difference in buckling load is
only a (0.036%). No difference observed between D.O.F. (2046) and D.O.F. (4416). The
buckling load for each of these models is shown in Table 1. This indicates that D.O.F. (2046) is
capable of performing the analysis within a reasonable degree of accuracy.

2.3 Verification Case Studies

In the present study, Series of preselected cases are modeled to verify the accuracy of the
method of analysis. The results of Nathera, and Saddam, 2012 are compared to numerical
solution (ANSYS).see Table 2 from these results, it is obvious that the methods of solution
gives better results for numerical solution.

3. EXPERIMENTAL WORK

In the present work, three- purposes were investigated. First, to outline the general steps to
manufacture models are then used to evaluate the young modulus of steel and PVC alone.
Second, design and fabricate the sandwich plate from stainless steel and PVVC and made different
cases of crack. Third, the buckling test can be done to calculate the critical buckling load of
sandwich plate for simply free boundary conditions with or without crack.

3.1 Tensile Test

Test specimens were cut from the plates using cutting tool CNC machine shown in Fig. 3. The
two samples one made of steel and the second made of PVC are divided according to
dimensions, as set by ASTM-ES8 as in Fig. 4. The specimen’s tensile test is mounted vertically in
a servo-hydraulic testing machine, and hydraulically pulled with stroke control with large steel
grips, tensile machine shown in fig. 5 Maximum capacity (50KN). The results (the young
modulus) are listed in Table 3.

3.2 Manufacturing the Sandwich Plate

A sandwich structure results from the assembly by bonding-or welding-of two thin facings or
skins on a lighter core that is used to keep the two skins separated. The facing materials are from
stainless steel, and the core materials is from PVC it is as light as possible. One can denote
couples of compatible materials to form the sandwich. The difference between the skins (faces)
and the core in the mechanical properties is closed by the range of the ratio of Young modulus
of faces to the Young modulus of core Daniel, et.al, 2003

10 < Ef/Hc < 100 (1)

To determine the ratio in Eq. (1), stainless steel alloy is selected to be the constitutional
materials of faces while PVC is represented the core. To obtain the mechanical properties of
each constitution materials, tensile test is done. The faces and core are cut, a small cut has been
added to the each specimens using suitable cutting tool, as shown Fig. 6. The ferton power tools,
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with (330 W) power and (10000-32000 r.p.m) has been used to create cracks in the plates. The
crack width equal to thickness of cutter disc (d=2mm). Then, bonded the two stainless steel
faces with PVC core by cyanoacrylate adhesive shown in Fig. 7 and press them until the
adhesive material dried.

3.3 Buckling Test:

The specimen was loaded in axial compression (vertical direction) using tensile test machine
of (200 kN) capacity shown in Fig. 8 The specimen was simply supported at two ends and kept
free at the other two ends. The specimen was loaded slowly until buckling. Simply supported
boundary conditions were simulated along the top and bottom edges. For axial loading, the test
specimen was placed between two extremely stiff machine heads of which the lower one was
fixed during the test, whereas the upper head was moved downwards by servo hydraulic
cylinder. The sandwich plate was loaded at constant cross-head speed of (3 mm/min) .The
experimental set up as shown in Fig. 9.

4. RESULTS AND DISCUSSION
4.1 Aspect Ratio

Fig.10 for S-F-S-F sandwich plates with central 5mm edge crack show that the buckling load
decreases when a/b increase with high percentage reaches to 37. 45% when the aspect ratio
increase from 1 to 2. 32.64% On the other hand when a/b varies from 1 to 1.5, and 1.5 to 2, the
decreasing of buckling load 6.85% and 32.64% respectively. The difference between ANSYS
program and experimental result is 3.4%, 4.9%, 2.5% for aspect ratio 1, 1.5 and 2 respectively.

4.2 Crack Location
It is shown from Fig.11 that the buckling load for S-F-S-F sandwich plate with 5mm edge

crack decreases when crack location change from #/,to%/5 (i.e, 55mmto 110mm) with small

percentage 0.4% . It can be also observed that the buckling load is increase with small
percentage when crack location varies from r:‘",fzto 3ﬂf4(i.e., 110mmto 165mm) reach to

(0.13%). The buckling load for the cases %/,and 3%/, is approximately equal. These result
show that the buckling load is effected with crack location with very small percentage.

4.3 Crack Size

It is shown from Fig.12 that the buckling load for S-F-S-F sandwich plate with central edge
crack decreases when crack size increase change from 5mm to 10mm with small percentage
1.3% . It can be also observed that the buckling load is decrease with small percentage when
crack size varies from 10mm to 15mm reach to (1.9%). The buckling load when they were no
crack is the large value and it decreases by 4.4% when adding 5mm central edge crack see
Table 4.
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5. CONCLUSION

In the present work, the buckling behavior of the edge cracked sandwich plate made from
stainless steel and PVC has been considered. The effect of some parameters such as aspect ratio,
crack location and crack length for S-F-S-F supported boundary conditions on the critical
buckling load of compressed cracked plates have been investigated experimentally and
numerically using Finite Element Method (ANSYS Package). It is shown from the computed
results that:

1. The buckling load is very sensitive to aspect ratio change. When the aspect ratio increases the
critical buckling load decreases. And maximum buckling load occurs in square plate.

2-Small crack have a little effect on the critical buckling load and it becomes higher for larger

crack and the buckling load became lower and more dangerous more than the case that is no

crack.

3- The crack location is the most an effective parameters on the buckling load.
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NOMENCLATURE

a, b= Dimension of plate in x and y coordinate, m.

E = Elastic Young modulus,GPa.

E¢, E.= Elastic Young modulus for face and core, GPa.

t= Thickness, m.

Nzxx,Nyy , Nxy= The resultant of in-plane force per unit length, N/m

D.O.F. = Degree of freedom, dimensionless.
S-F-S-F= simply free simply free
v= Poison ratio, m/m.

k= Buckling coefficient, dimensionless,

C= Crack size, m.
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Figure 1. Shell281 Geometry [ANSYS 15.0 Program]
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Figure 2. Convergence study of Buckling load versus D.O.F. for S-F-S-F plate without crack

Table 1. Buckling load convergence study for S-F-S-F plate without crack

No. of No. of node D.O.F Buckling load
element (N)

25 96 576 2252.6
100 341 2046 2251.8
225 736 4416 2251.8
400 1281 7686 2251.8
625 1976 11856 2251.8
900 2821 16926 2251.8

189



Number 7 Volume 22 July 2016 Journal of Engineering

Figure 3. Cutting tool CNC machine
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Figure 6. The ferton power tools
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Figure 8. Buckling test machine
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Figure 10. Effect of aspect ratio on buckling load for S-F-S-F sandwich plate with (5mm)
central edge crack
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Figure 11. Effect of crack size on buckling load for S-F-S-F sandwich plate with central edge

crack and a=110mm, b=220mm

2340
2330 ®

2320 e -
2310 ~ -

2300 i

2290

2280

2270

2260

2250

2240 —8-

2230
o] 50 100 150 200

crack location (mm)

buckling load in(N)

—_—— ANSYS 15 ==@8==cxperimental

Figure 12. Effect of crack location on buckling load for S-F-S-F sandwich plate with (5mm)

edge crack and a=110mm, b=220mm
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Table 4. Buckling load of S-F-S-F sandwich plate without crack and different central crack size

a=110mm, b=220mm

No. of Buckling load Buckling Error%
element (N) load (N) in
experimentally  ANSYS15.0
no crack 2500 2251.8 9.93
5 2300 2241.9 2.53
10 2230 2212.4 0.79
15 2200 2170.7 1.3
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ABSRACT

The research addresses smart city concept as it is the latest urban design trends, by the
investment of the capabilities of human, and artificial intelligence for the sake of the
advancement of the city. The concept of a smart city is described as one of the most important
manifestations of the information revolution, with the end of the twentieth, and the beginning of
twenty — first century, The research attributes the emergence of the concept to: deficiencies of
means, and traditional methods in building and development of cities, as well as The significant
increase in the number of city and global metropolises dwellers. So, smart city approach has
been adopted, along with innovative principles and methods which consolidate the performance
and efficiency of the city at services, health, economic, social, and environmental levels. Global
studies indicate, to the urban contributions scarcity, in the area of smart city, so the need of
vocabularies, elements, and innovative solutions studies have emerged and then the role of
information’s in achieving the aim of smart city initiatives.

The research problem is: The acknowledge gap about the impact of the informational
environment, to establish smart city initiative. The research adopts the hypothesis: A multi-
disciplinary informational thought plays an essential role in achieving smart city initiative.

To address the research problem, the research starts with the definition of the concept of smart
city, to provide the knowledge platform, then addresses the smart city approaches, as well as,
smart urban environment, smart city structure, key elements and smart networks, to concludes
key vocabulary, indicators and constituents of smart city establishment, Then applied to the case
studies with analytical descriptive approach, to conclude the key constituents to establish smart
city in Irag.

The research concluded to confirm the role of the informational thought, represented by global
research institutions, and multinational Informational companies, at the level of thought and
application, to achieve Smart City, with depending on principles of partnership, pluralism, and
sustaining of city smartness, so the smart city is: the conclusion of thought and human
knowledge.

Key Words: Informatics, Smart city, Informational city, Smart Environment,
Smart Grids.
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sy ol G Alle A8y 5 Aalie Aoy 5 shbae 5 A8lAS U 5 L <)) Glegleall 5 clanal) aai ) Al a
alaill 5 eVl 5 loghed) Lasle€s alasiuly ddbiad) Leodl) Lijeal 5 lolelsd P e olSe &l (e

Do) duxia e b (IP) cisiY) J oS 555 s & dae ((CISCO) dusns 30 g 281 (Jean-Philppe Vasseur) Jssd 5sisal ()
e el cadls 8 &l (Sensor Networks) Jbedin) iSus 5 (Network Recovery) <iSsall ol yi) s «(Traffic Engineering)
.(Smart Object Networks) 483 ¢LuiY) 4S5 & daadiall

ClSes 5 anYlaiy) 5 Sl La iS5 A Jae (s sSl aslal (g sadl deaall slade 2al :(Adam Dunkels) sisal (%)
Asi aaias g8 'éll Cailel & Slatidl g eludY) dasi A <Ll :(Thingsquare) Ll A ga o mY) e AL Gluwatidl
https://en.wikipedia.org/wiki/Adam Dunkels : )l e <ila daall e 2 30 (Contiki) saaall & gite Juadll
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Aabaall Gladll a5 JleY) el 8 Aagg)ll Gl e LA jlaid) S Y GASH dgleglad)
.(Paskaleva, 2014) «(Komninos, 2015) ekl s

:(Digital City ) 4l diaal

dadl 5 ¢(Broad Band) (gayyell @il cld VLU dgal) 4 et Al Al ) Al Al s
5 cleibise 5 ilesSall Cilala Al 5,Sid) Glaaall 5 dagidal deliall julee o sadinal deagall daugall diatl
e Ol (5T (8 OISl et Bt 5 eJalaial) Jail) g pslall 5 edslasbaall i alad Ledaa L Jlee Y1 5 clgibilsa
o S Sl @l Ly «(Yovanof & Hazapis, 2009, P: 445- 463) d.d)ll claaill Pla e Al
.(Anthropoulos & Fitsilis, 2010, p: 360-372) duaall Ciluwse 5 e laial) Gle sendl 5 ccilalaial)
:(Virtual City) duali) diaal)

ALY Anadl aseie Jadys o(CyberSpace) alidy) eluadll 8 Aaall (il e dpcalydY) diaal adia
5 eomiiiall G 5 cGusald) ol wdlgl) e lly G2 ((Streitz, 2009) dimgll duad) aseia (Smart City)
Lol 5 BBl LS (e Lkl Wl el Annall (gil5e

el (IT) claglaal) gl gisid Asasl) 45l j5as ((Ubiquitous) olsa JS 8 clSuil) 5 eNLasy) aans ¢
) (a S a3l (oY) AT (B S B el GlSall QY 5 - Jalial) Qi g il S

:( Ubiquitous City ) (¢lsa JS 3 53sa54) 9agl) 4dS Aaal)

OSe S b syl Agatll 4l 5 ((Accessibility) gl Cun (e edpad Al Talsial dsasl) I Al Jids
JS b pjisie ddilaslaall 5 Al e Jaad 3) ¢ (Anthropoulos & Fitsilis, 2010, p: 360-372) duadl (e
Ay sl Lo (Lee et al, 2008, p: 148-169) dagiall cleladll 5 agaill Al ¢4nY) ¢dppnal) yualial)
ysie Atleslea 3eal 40 Pla (e 5 ((real time )8 JSi) iy o 8 5 olSe gl B clanadly Jaam ddghec
IS Aaal) ol ¢l i) pladl)l 8 gpadl Hsall A e Al i) Anaal A dppeaal) juabiall oL 2 Lay
byea 5 leaad oy Al (Sensors) cluaiall 5 (Computer Chips) ciswlall il dalug laglis) oy sasl)
Leie eia ¥ leja o Apeianl) Al jualic 4y Gana
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Slo leaisi a5t sl Gladiaall (o Slaglaal)l pead Al Ayl clid) I (1=City ) Glagleal) daa s
«(Sproull & Patterson, 2004, p: 3-37) 4duadl A syl cupil) Gllld Gl e cadiaall dle
5 Ol e gl ¢ ppolaglaall GaSLl e aaal) Gua il o34 A& (Widmayer, 1999, p: 40-46)
Dlelal) dpad) 5 Leliay) cledll aylaill acy yoas 1580 dilagleall dinall axi i) 405 e Jeal
AgesSall 5 dplaall Gl 5 (ulill G daelany)

:(Intelligent City ) 4sil) diaal)

A8 dpaall Caa g L Aaed)ll daall 5 A prall adine e JSIAS A paliall say (G S Al 8 sede (Fi)
Ln sl €5 s aa g cclaglaall Lin gl il (Infostructure) dsbe sleal) 4l dgll (e JS el ) Al Ll
Go YA€) 5 dedne gyl cAilid) Ul 8 Jeall 5 slall Jaas Jyadl o(Telecommunications) cyLay)
(RS Lipaall) a3 SN Aunall 5 Lpad )l Al o Sl (e (Malek, 2009) Gl — Lulill 3k
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Aate Byg pally ol b Baddy dne IS ol Sl g 5 QI dad 5 gl olal 5 caledl) acal )l
5 Al Al G byl dua (e ol (raggdall e IS ) 3) LAy GlsSe dlliad 483 diae JS S ASD
Wil 5 a8l g il 5 oSl 5 edanll ¢ie il dinall iy JS Aaadyl) Absall (e L Apal 5dY) dipaal)
DY 5 ) gl 5 clagleSill g8 5 ol ¢ (e JS Caillay (pecatié o(Intelligent City) 483 duadl)
.(Komninos & Seferdzi, 2009) <l
:(Objectives of Smart City Initiatives) 4s3) Aiaal) cpabaal Lalal) CilaaY)
:(Ojo, et al, 2014, p: 8) VI ale Ja A8A dnad) il jalie Caags

() chle) sl A osnlSl sl 6 Sle Gile) A (e 2all) Jili) -

(48Ul Dl 208 57) A8Ual) Dl 5ol Gas -

sasiall Ll glly deaadidl) cileluall ookl LAl 5 clasbeall Laglyi€i (s5ine gy (g saliiuY) -
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OS] Aulial) 3lall daas iny Loy ¢Bin e s Juadl 3a3 -

Anadll Jals hundll Bhlall apusi 5 ¢ ki -

Jslie A a5 Ailageall (state—of-the art 3)shidl ) deaiiall Y Al gl 5 el -
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Blall i 335 (gl L g ¢gabai@y) saill (Guiad -

o)l Giladisall pan -

Ol ddbidall Gle ganall G e laiay) alandy) Hloa -

i) ) Ta hoda lgheagy cAiad) gl -
:4SAY) Al Aalad] cila giall
e 3 LASEY 5 dplam) 5 delaay) slall il IS Gledind i e llpad Losghe ASA) Al aa3
Gl L cpabalgall (e del@ll e dadl) 5 el apil) 5 AS)LA 5 zgidall HISEYT 5 g ) 4SAl) Al
5 clainal 5 calall gkl 5 (oublsall 5 clal dogSall Siee cadinall psenl Jelill acall LS Ayl
it 5 ¢ ol dad 285 (8 A8l A5 e Dbl cdadlinY) 5 sl pasd 5 cdall didaill JEL 5 claalal)
:(Ojo, et al, 2014, p: 10) oo JSs A8 Aaal eyl Gululd) & laill o gia aal
Laaiaall g Asubad) 34LY1 5 8GN .1
Cigpl b elEU ealdll chaliall Guti)ll @haddl ¢ ale (S0 ¢ Laill 3)gpm Glat)) 5 clmainall dalall 2
pes 5 o 33 U e s (S ) 5 cimaall Al g L 1 - 3Ualy Apedl 5 closlaall pume (b Al
(36 :0= 2011 ¢ 5lL)S) Auladll alall 5 daSall (1
gald 3 JalSia agSs gl SLaie] s anfliny) A0 2
8jadiall O2allé .(Nam and Pardo, 2011) Geall 5 Adgadl) 5 cdandiliny) 3V g Ao Jonill 7lad ading
G ol GiEst el e Slab gl 4 daals Uabad et gl i b ccileUail) e JilEl) Caagiug
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dlayg 5 e dlad) adail) 53 Bl gmy e Smb ¢l (s5iall e Lpdlil) 5yl 5 dalidl lsdl 5 allad)
(36 1= 2011 S Sleadd) jags A e ccliall 3lal) Jaas

i) 5 Al asal) .3

Jasal) el ity 3 RS Aaal) 8y0bae o lasia aaf aal 5 il e el lénuy) 5 Il acall ey
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tAgiaal) cilgad) aa Agiglail) clshdl) ol Jajed .4

alee 5 She il Cilusall JISaT col€)a) 326 LS Anad) 5yl = lat) Ll Dyl 45l lS)5a0 6Ly aay
Baalel) Sl leba) e Sliab capliiall 345 5 el B GhLE 5 e 5 Slealall 5 Lagd o€ cilaly didiag
Gasnss 5 Apalaiy) Lpatil) Aalvin) Ayl Jlae b Gplalal) (Gehas) elisin) 5 dn cAijaall Jali ooyslaill day
.(Engles, 2003) 483 dyaall o 5¢da

t@heY) Lans 5 daal) Ll .5

s bl ol Caat Al Gaaddl (8 (el e aidls Gsstsall diady 5 gl o daalill A8 ) s
Gilgas L8N Gad) oAbl 385 e aady 5 ddleshed) ikl 5 SV Jals eay Les o(g)Sall - lay)
.(Florida, 2002) Say) sex Al sanal) HEY) ~5h 5 agus Loy clgaibalpal Zaliaad) clpdll 5 OlED (il
i) A e Al adge .6

Aagledl 585 DA (e cGuibalpall clalal Lyl o Lulal Do cugiy) 408 e Ll sl adgdl o
53U 43S aall) sl Coay 5 cAiadl) Badla e 5 gAY e Dt pisdl) B Qi cadinadl) Jelis e Sl
patisl las Bali c(gpad) Cdally 5adi 5 logleall Cuant o Sab (2021 5 Jseadl Algns 5 Aavuse asls
5l (sl LE gl a5 Asen JG Ghalsall Glals 5 Jleel Slad) Jems Lo g SSY) dasSall cilass iy
(38 0= 2011 ¢sllyls) Wl

1A 4 puanl) Ady)

o5 Rl A ol sla 8 e il Slaaly e Lal) 5 ilasheall Laslpi€s g jluall skl agud
GisSe g Al Glls L (1:ga 2003 ccilay ) dpeanll sLall cililkie (e b ((4a¥) 5 daedlal) 5 dalll Jiluss
oyl 5 caleldi PR e 2l Wgli aaathy e g gall dgpeaal) Glasagall 5 ¢ Anll UK IS o)) 2ol
5 bl allall (p aand ) el s ASA) CSLYY o (Walters) gy (9 ipa <2005 ¢ SUSl) dgpaal) 2l
sans Daladf Lasl il anin 3) ¢Sl cld b Lypus gV Lay) cAilasbead) Jilagll Sliiy) DA (g ¢ oalyay) Allal)
Al Jon opuls asil allall jsadyy agde (Walters, 2011) 4l 5 sball (Jand) Llail 50 Cum e i) 3
(slall) VL) 5 claglaall o Lulul adiad s dgpas GlBle 3588 sai 4ndy 5 AEVLaY) 5 dilaglaal
) 9 Al A paat) clind) o (@816 Alla dlag) Ao Lghpahy Saat (AW A piaal) A5 (79 1ua 2012
Jilagy B ¢ SISal o lSH) 385 o Bdl Gl A (A Aaall 8 1ise JGY solall aagllh (ASH) 4 panl
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Ciliia O cdasl lgag ¢ oLy Jo Ul Gl i oo S (el g Omstsall Adla 5 b Ailasiaal
Adyaal) aaina Jalugf

A Adbaal) Ay

The Clac¥l) Al eV laty) el Ga JalSil) 8 aaad) el o183 (4 e gaanll I 0450 51Skae dlaic s
sensors and ) cliladl 5 cluwatidl ¢(Brains Jggall) — & IS 4 — bl 5 eadl o183 ¢(nerves
Jal&i L (AShaY) — A yaal) 3. SN 5 48 jadll) malyll 5 (the sensory organs) au.all clamcY) Ji S (tags
A5 B Sa ¢ pualiall o3l Uny)y dbass colad)) Jon Lulad saaii (g AY) dppmall adail) pe cli ) 030 S
Jal alai ¢Aalleal) illans ¢dality) Y eliial s3eay) ¢dnl) 3 Aglesbeall adaill 3yilall VLAY (e dxuds
waste removal ) cblal) e paliil) GlKud bl Jaeat cilalaa) @lkud A Al 5 oLyeSl jeat LS
.(Mitchell, 2007, p:1-5 )asluy) collabiall J< 5yla) dakail 5 daladl L) ¢ Y dadail ¢(networks

:ASM) daall 4 plasl) pualinl)

Opaall) A (e p1S3 dha i) Aadis el Telpw A3 Aiaall Gaad Al Aypiaall jalindl sl yasd oSy
til Lay (ASM) Aaal) g o llaay) o lSM) aggda )ogdh ae gl AU A gl ¢ SA) oad))

1 g)Sad) clleal) Aia

Laphaiill Slleadly oty oA ¢(3al) llaall aaS ASA Aaall & saall ) Cjels a8 ol LS Jilay Lo
Sl Jaad) Jier 3) ¢ A€l candeal) slaiely ccanliad) H)al A e Sad ccilaglaall 5 bl Jliiul )
daa) dall JS Cleglas pen Gpb e «(System of Systems) Luai¥l) e sl Gulad e dany cdiad) b
llens YD Al 5 sLaall gl Apa aiay A A0l 5 oliall ASuS dpaiall cileadl] AU ¢ Jaill ¢y sl pUaS
Gy e Apsll Baiu) jiad & e s cdalal) i Slagled) e GG Gubl) AUl JE (e DDA 383 il
5 eabanll AR i A ciad) b aaY) S jeaie (o3al cilleall ae 8% A JSh Aalal) Cilaadl)
gzl Ll e lede Jseanll 2y Al Gloglaall 5 bl salaie @y ¢ dppmall jualiall asec (g Laylyil
alie J<E Al GLYI 5 GlacY) Gph ge dafyd) i) 8 diacad)) clid) 5 Gluwatal il
Gl 5 DU aaal davaddlle @lsill Gph e ool mdae s Jiul dgpaadl A1 Al ¢ day)l)
Al gl il GASA Sal) 7l

:(Smart Buildings) 454 4581

oda (i L SN aeadll N ASH Adal) e 2l s dacalil) A8l oDlgin) (e and N maliadl aldie] S
oaial A8 gyl aal Sl dal < A8leSl sieal) e waell ol8) Agen e laps AN 3 zalid)
S Canall shead Junin 5 clala) 5 ¢ 31 Jiluy selia) 325 s o A culipdail) Jaat ) Al eDigin)
Gl LKA alaall 5 Al glaall Jilassll S L nall Zalall Aigll ae Bl Lay Jelal) dalad Gy o Solegiyl
Dlginy Slsnatia Jio Alasbeall Bilasll G Jbaty) DA el Jelal) 2y 3 cdyliiall D)) ladin) Al
Bl Jya llally Gad 50l e Slad (daalil) AUl &Dlginy 383 5 Juale i aial €A lalaall A8l
.(Hancke et al, 2013, p: 406 )
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:(Smart Grids) 4.sl) el

:(Water Distribution Grid) sbuall &) g8 40

Gaesi Adlhe 5 ) IS e Db bl pen SR (ggine Adha A ol a3 ASE (B aa )l ey
O xS 20 0 DA e bl i il Jashd Al o s el ol Jsh e oo Ll 8 o L)
Glaglaall 5 bl Jidas 2y (1) JSE b paisal) Zdhal) 565 Liy ccasalVl Ik Jga (SENSOMS) e gl
el 4l st Aplaey) pe cWll e i€l &y ladie Aalleall sieal Jaxd 5 am (o leran S )
5 bl aas o 3 gyl Jasl csall bl Gl Y L(actuators) clladal P e S ZOlaY)
Aalles 5 dilpall Cum G ¢ SAN OIAN A3 &5 (e g elgdpial o Lehdad &y 5 Qledin) By b oo Clasled)
-(Metje, 2012, Pp: 315-320) <Ml ddalu g JIAl)

:(Electricity Distribution Grid ) 4l <! 48Ul a9 ASud

O iy Apalil) wysill AeS e Jaladl 3lll) Jslal) aa) o(bi-directional system) slagyl il aUail) as,
Camy ¢ Al latin) 36U 50l (Say adde Lmaa (al) 5 gl ) Saeatll Gilhae oG5S DL 55
Copn ollal) Baliad) v lealasin L sl ¢ nanll ) cllginal) (e daaly (4a3) 3o of 4l 8Ll (S
.(Smart Systems) 483 Lalaiy) §f Sl slglila 5 lajualic JS) dading dalail) oda

D) @hlie vie ¢ 48l Al g Lalas 330 355 «(Distributed Generation) ¢giall adgill aseda adiy
Ll (e al) AKA) CulSal a8 e dlall JelS S el sl) Alaial) (e eiall a8 Ry L AiL
af aal (Oletinyl) Guwsill 2+ .(Gungor et al, 2010, Pp: 3557-3564) 4l &8l 5 sa)ll Jie
syl clumatidl o3a aladiul 5 il oda e el (sl o) LAEN J5 dagha 48)el A6k gleall il
.(Moghe et al, 2012, Pp: 653-663) .i%uall 51 52l 5 Juad¥l ¢ 1aY) laa GG ¢ GaAl) dia)l
:(Transportation Grid) Jaill 4.

52 She bl aelus . Jal) aplati e Slcad ¢ g pall il pand (Alesheall Ll AKA) g pal) dalail e
celadl Jaall s aplati 5 @yhall (B gsall agey Gadad 5 c@phall SIS Bl aagy Al a3 5 Jilaty ¢ 5l
s a8l D) adip 8l Hm (e el 13 JBy LAl Glagliay Goilaall 255 e Clibad) 3] (Say
.(Schaefer et al, 2011, p: 1-3) dalall Ldludl (55ine Jyiad o Db ¢y 2S sl 36 Sle Elag)
:duilgell clalall g il pal) ASAY Ca8)gal)

slie) an Sl Al claball 5 cbluadl Cilse ol GAdliel) claball aladin) e SN Al aads
Ll Ghlial 5 elpatll 3hlial asl dalall e b ddsagl) ¢ il ol tgpmal) aeaill gl
g ) (l€pall Cige il cchlad) Calge & 5elal culeladl) slay) e ASA) Callsall Jed LAl 4
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:(Underground Platform) ja ) cad dalal)

die dgpasll COSE) s Cagds e gyl dllis ) cga)V) cnd clelailly $m ) cad Al Jia
Kaliampakos and Benardos, 2013, ) gl jshki 5 seil cilaludl 5 clsliadll 85 e Sliad leDixinl
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Ll Jilus 5 cdalall 4 Sall 331l :(Ronka et al, 1998) oo JS (V) cand cleliadll jig of Kay . (p:1
G ¢l Callge 5 Al Byhall 5 ((Mass transit) bl Jal) Jiluy 5 sl cileliad ¢3EN) e o
5wl Lt @i el adg Gl bl dallae 5 vl Copall 5 cllall pen Gl Ayd) Ayl
Lyl 5 g lall Biha ¢ lall 5 slagall dallee ¢cileaginall 5 L) edielial) cilind) 5 @il ¢S
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S Apaal) 8y0lee (3a B Ljagn g8 ccilianadl) aaia lagleall SN o 1) A G

10



Number Volume 22 July 2016 Journal of Engineering
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Aapyad) puaal) GSU 5 g jial) 4805 Anad) L ¢(Incheon International Airport ) Jdsall () guis)

st 8ysiall aall Llal) Gsasl) 5 colail) alane (o ((52sm) Ade pglind cdpallall Guladl Ga alglicyl -2
5 o(sa8) Tanad Appall ABonll IS ol o3 et el Gl cilalas aly Ly e laill G Al
Badall (Cal) D lsd 5 o) Ade (B (Lasl (S 1)

Cargs Aysial) L) dagla lggle el Al el 5 ol ) iy cuiias duagSall claguddl) 5 ¢ Sy -3
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Abstract

This study focuses for improving the increase the solubility of fiber cellulose in sodium hydroxide
solution in concentrations ranging from (4- 12%), from one point of view and from other point of
view in (sodium hydroxide and urea) solution concentration (6% NaOH + 4% urea), under low
temperature (- 15, - 20 C°) , depending on the principle of reducing the degree of polymerization for
fiber cellulose, which is represented in our tests cotton linter who its represent (Whatman filter
paper, Grade 1), some samples subjected to chemical pretreatment as simulation the method of
decomposition of cellulosic materials by white or brown fungi that grow on trees, this method
involves the use of chemical materials, including hydrogen peroxide (H,0O>) , oxalic acid C,H,0, and
ferrous sulfate FeSQO, to be reaction known ( Fenton reaction or Fenton's reagent) which produce
free radicals helps the decomposition of cellulose fibers. The results were as follows: The solubility
of cellulose fiber in sodium hydroxide solution was up to 42% cellulose and the best sodium
hydroxide concentration is 8% for treated simples in Fenton solution and for untreated simples were
the best solubility of cellulose fiber up to 28% and the best temperature is -20 C° for both. For the
solubility of cellulose fibers in sodium hydroxide and urea solution (6% NaOH + 4% urea) was
more than 60% of treated cellulose in Fenton reaction , while for untreated cellulose was the best
solubility ratio up to 35% and it was the best temperature - 15 C°

Keyword: cellulose fiber, cellulose dissolution, sodium hydroxide solution, Fenton reaction,
Fenton's reagent
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Study the Properties of Sodium Silicate Composite as a Barrier
Separating Between the Internal Oil Distillation Towers and Chemical
Fumes of Crude Oil

ABSTRACT

The study of surface hardness, wear resistance, adhesion strength, electrochemical

corrosion resistance and thermal conductivity of coatings composed from sodium
silicate was prepared using graphite micro-size particles and carbon nano particles as
fillers respectively of concentration of (1-5%), for the purpose of covering and
protecting the oil distillation towers. The results showed that the sodium silicate coating
reinforced with carbon nano-powder has higher resistance to stitches, mechanical wear,
adhesive and thermal conductivity than graphite/sodium silicate composite especially
when the ratio 5% and 1%, the electrochemical corrosion test confirmed that the coating
process of stainless steel 304 lead to increasing the corrosion resistance, where the
reinforcing of sodium silicate lead to a significant improvement in the corrosion
resistance, the corrosion resistance behavior change depending on the type of
reinforcement material, this is consistent with the field test results.
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0.30| 0.2 0.75] 0.045 | 0.030 | 19.5 12.0 | 0.10
304H 0.04 | - - - - 18.0 | - 8.0 -
0.10 | 0.2 0.75] 0.045 | 0.030 | 20.0 10.5

51



()

Number 7 Volume

22 July 2016

Journal of Engineering

sy By ga Sl oIl Aas sl agisal) Sl Asdall ia husia g (2) dsis
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salall g Root Mean Square(nm) Roughness(nm)
Na,SiO;+1%G.Powder 1.98 1.72
Na,Si0;+2%G.Powder 2.36 2
Na,Si0;+3%G.Powder 2.8 2.43
Na,Si0;+4%G.Powder 3.55 3.08
Na,SiO;+5%G.Powder 6.83 5.96
Na,SiO;+1%C.Nano 2.11 1.89
Na,Si0;+2%C.Nano 2.21 1.9
Na,SiO;+3%C.Nano 2.32 2.07
Na,SiO;+4%C.Nano 3 2.63
Na,SiO;+5%C.Nano 3.3 2.93
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Stainless steel 304 80
Rockwell Hardness(MPa)
Na,SiO; 44
Shore D Hardness(NO.)
Na,SiO;+5%C.Nano 90.96
Shore D Hardness(NO.)
Na,SiO;+ 4%G.Powder 79.8
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LYY qadl) die (g A) Bpa (g oSl (g \Sllg Bra (g g Stall Sl das aall

3alall g4 gaadl) g6 (gm/cm) (wear rate)“*lO_8 Al Jra
Stainless Steel 304 11. 368
Na,SiO; 72
Na,SiO;+5%C.Nano 0.5184
Na,SiO;+4%G.Powder 0.9045
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Na,SiO, 1.938
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salal) gl
Stainless steel 304 869.55 - 141.3
Na,SiO; 5.77 -102
Na,Si0;+5%C.Nano 10.60 -35.1
Na,SiO;+3% G.Powder 1.06 -94.1
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Stainless steel 304 14.6

Na,SiO; 1.13
Na,SiO;+1%C.Nano 0.09135

Na,SiO;+ 1%G.Powder 0.1909
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