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ABSTRACT

As asphalt concrete wearing course (ACWC) is the top layer in the pavement structure, the

material should be able to sustain stresses caused by direct traffic loading. The objective of this
study is to evaluate the influence of aggregate gradation and mineral filler type on Marshall
Properties. A detailed laboratory study is carried out by preparing asphalt mixtures specimens
using locally available materials including asphalt binder (40-50) penetration grade, two types of
aggregate gradation representing SCRB and ROAD NOTE 31 specifications and two types of
mineral filler including limestone dust and coal fly ash. Four types of mixtures were prepared
and tested. The first type included SCRB specification and limestone dust, the second type
included SCRB specification and coal fly ash, the third types included ROAD NOTE 31
specification and limestone dust and the fourth type included ROAD NOTE 31 specification and
coal fly ash. The optimum asphalt content of each type of mixtures was determined using
Marshall Method of mix design. 60 specimen were prepared and tested with dimension of 10.16
cm in diameter and 6.35 cm in height. Results of this study indicated that aggregate gradation
and filler type have a significant effect on optimum asphalt content and Marshall Properties.
From the experimental data, it was observed that the value of Marshall Stability is comparatively
higher when using fly ash as filler as compared to limestone dust.

Keywords: asphalt concrete mixture, aggregate gradation, mineral filler, Marshall Properties.
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1. INTRODUCTION

In order to provide comfortable ride and withstand the effects arising from traffic loading
and climate, pavement materials should be designed to achieve a certain level of performance
and the performance should be maintained during the service life, Zhi Suo and Wing, 2008.
Fillers as one of the components in an asphalt mixture, play a major role in determining the
properties and the behavior of the mixture, especially the binding and aggregate interlocking
effects, Sarsam, 1984. Mineral fillers serve a dual purpose when added to asphalt mixes, the
portion of the mineral filler that is finer than the thickness of the asphalt film blends with asphalt
cement binder to form a mortar or mastic that contributes to improved stiffening of the mix.
Particles larger than the thickness of the asphalt film behave as mineral aggregate and hence
contribute to the contact points between individual aggregate particles, Puzinauskas, 1969. In
general, filler have various purposes among which, they fill voids and hence reduce optimum
asphalt content and increase stability, meet specifications for aggregate gradation, and improve
bond between asphalt cement and aggregate, Bouchard, 1992. Gradation is defined as the
distribution of particle sizes expressed as a percent of the total weight. If the specific gravities of
the aggregates used are similar, the gradation in volume will be similar to the gradation in
weight.

2. RESEARCH OBJECTIVE

The objective of this research is to investigating the influence of using two types of
aggregate gradation and two types of mineral filler on optimum asphalt content and Marshall
Properties.

3. BACKGROND

Ali et al. 1996 investigated the effects of fly ash on the material and mechanical properties
of asphalt mixtures; results from this study indicated that fly ash can be used as a mineral filler to
improve resilient modulus characteristics and stripping resistance. Sarsam, 2015, studied the
effect of adding nano material such as fly ash and silica fumes on the properties of asphalt
cement, it was concluded that such nano materials have positive effect on asphalt cement
rheological properties. Sarsam, 2013 concluded that nano materials such as coal fly ash and lime
have improved the physical properties of asphalt cement. Kallas and Puzinauskas, 1967
believed that filler performed a dual role in asphalt-aggregate mixtures. A portion of the filler
with particles larger than the asphalt film will contribute in producing the contact points between
aggregate particles, while the remaining filler is in colloidal suspension in the asphalt binder,
resulting in a binder with a stiffer consistency. They also found that the stabilities of asphalt
mixtures increased up to a certain filler concentration, then decrease with additional filler. A
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study was made by Matthews and Monismith, 1992 on effects of gradation on the asphalt
content where both wearing and binder mixes were considered. Further, they have carried out
regression analysis on test data to investigate the relationship between asphalt content and
gradation. Their study shows that no correlation exists between asphalt content and the percent
passing the 4.75mm (No. 4) and 2.36mm (No. 8) sieves for the wearing mix. On the other hand,
for binder mixes there exists a relationship between changes in gradation and measured asphalt
content that shows as the mix becomes finer for the given sieve size, the asphalt content
increases. Roberts et al., 1996 suggested that gradation is perhaps the most important property
which affects almost all the important properties of a bituminous mixture, including stiffness,
stability, durability, permeability, workability, fatigue resistance, frictional resistance, and
resistance to moisture damage. Sarsam, 1987 studied the effect of various gradations on
Marshall properties of asphalt concrete, it was concluded that gap gradation exhibit more
stability and low flow values when compared to dense graded mixes.

4. MATERIAL CHARACERISTIC
4.1 Asphalt Cement

Asphalt cement of (40-50) penetration grade from Nasiriya refinery was used in this work.
The physical properties of original asphalt cement are presented in Table 1.

4.2 Aggregate

Coarse and fine aggregates were obtained from AL-Ukhaydir- Karbala quarry; their
physical properties are listed in Table 2.

4.3 Mineral Filler

Two types of mineral filler were used in this work; limestone dust produced in the lime
factory in Karbala governorate and coal fly ash obtained from local market. Table 3 shows
major physical properties.

4.4 Selection of Design Aggregate Gradation

The selected gradation in this work followed the SCRB, 2003 specification, with 12.5 (mm)
nominal maximum size and ROAD NOTE 31, 1993 specification with 12.5 (mm) nominal
maximum size. Fig.1, Fig. 2, Table 4 and Table 5 show selected aggregate gradation. The
implementation of both aggregate gradations in this research work could aid in understanding the
effect of environmental condition on physical properties of asphalt concrete since the SCRB
specification is recommended for hot climate, while ROAD NOTE 31 is recommended for cold
climate condition.

4.5 Preparation of Marshall Specimen
Four groups of Marshall Specimens were prepared and used in this work to obtain optimum
asphalt binder content; five percentages of asphalt cement (3.5, 4, 4.5, 5 and 5.5) % and 15

specimen were used for each type of mixture. These four groups of mixture were tested for
determination of optimum asphalt requirements as follows:
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a.) Determine the optimum asphalt binder content for SCRB grading specification and using
limestone dust as a mineral filler, Mixture Type I.

b.) Determine the optimum asphalt binder content for SCRB grading specification and using coal
fly ash as a mineral filler, Mixture Type II.

c.) Determine the optimum asphalt binder content for ROAD NOTE 31 grading specification and
using limestone dust as a mineral filler, Mixture Type IlI.

d.) Determine the optimum asphalt binder content for ROAD NOTE 31 grading specification
and using coal fly ash as a mineral filler, Mixture Type IV.

60 specimens were used in this work to determine optimum asphalt binder content, The
specimens were prepared in accordance with (ASTM D1559), Marshall mold, spatula, and
compaction hammer were heated on a hot plate to a temperature between (140-150 °C). The
aggregate was first sieved, washed, and dried to a constant weight at 110 °C. Coarse and fine
aggregates were combined with mineral filler to meet the specified gradation in section (4.4).
Aggregates and filler were heated to (160 °C), asphalt was heated up to (150) °C prior to mixing,
and it was added to the hot aggregate and mixed for two minutes on hot plate until all aggregate
particles were coated with asphalt cement. The compaction temperature was (140) °C, which
gives a viscosity (280 + 30) cSt. The (75) blows of compaction hammer are applied with a free
fall of 4.536 kg (10 Ib) sliding weight and a free fall of (457.2) mm. After compaction, the base
plate is removed and the same blows are applied to the bottom of the specimen that has been
turned around. The specimen in mold was left to cool at room temperature for 24 hours, then it
was extracted from the mold using mechanical jack. Fig. 3 shows preparation of Marshall
Specimens.

4.6 Testing of Marshall Specimens

4.6.1 Determination of maximum theoretical specific gravity

The purpose of conducting this test is to determine the maximum theoretical specific gravity
of loose HMA specimens. The maximum theoretical specific gravity was determined according
to (ASTM D2041-03). 1500 gm was needed in this test for each type of mixture with maximum
nominal aggregate size of (12.5 mm). This test was conduct for each percent of asphalt content (
3.5,4,4.5,5and 5.5)%. Fig. 4 presents the apparatus used to obtain maximum specific gravity.

4.6.2 Determination of flow and stability of specimens

Procedure of preparing and testing specimens was according to (ASTM D1559) .This
method covers the measure of the resistance to plastic flow of cylindrical specimens (2.5 in.
height x 4.0 in. diameter) of asphalt paving mix after conditioning in water bath at 60 °C for 30
minute. A load was applied with a constant rate of (50.8) mm/min until the maximum load was
reached. The maximum load resistance and the corresponding strain values were recorded as
Marshall stability and flow respectively. Three specimens for each type of mixture were
prepared and tested and average results are reported. Fig. 5 shows Marshall apparatus of this test.
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5. DISCUSSION OF TEST RESULTS
5.1 Optimum Asphalt Content (OAC)

The optimum asphalt content was 4.9 %, 4.7 %, 4.7 % and 4.5 % for mixtures type I, type II,
type Il and type IV respectively. The Marshall Properties which are considered to select the
optimum asphalt content; stability, bulk density, and air voids, while other properties; flow,

VMA, and VFA are considered to confirm the required limits by SCRB specification.

5.2 Marshall Stability

Stability is an important property of the asphalt mixture in the wearing course design.
Marshall Stability gives the indication about the resistance of asphalt mixture to permanent
deformation, a high value of Marshall stability indicates increased Marshall Stiffness. The high
stiffness of asphalt mixture means good resistance to traffic loadings but it also indicates lower
flexibility which is required for long term performance, high stiffness values are not
recommended due to thermal cracking which expected to occur in future. Fig. 6 shows the effect
of aggregate gradation and filler type on Marshall stability. It is noted that the Marshall stability
was increased by 13.39% when using fly ash as a mineral filler instead of limestone dust with
SCRB gradation and it was increased by 32.63 % when using fly ash as a mineral filler when
compared to mix with limestone dust with ROAD NOTE 31 gradation. such results comply with
the findings of Pradan and Roy, 2008. Also, It is noted that the Marshall stability was
decreased by 15.17 % when using ROAD NOTE 31 gradation as compared with SCRB
gradation with using limestone dust as a mineral filler, while it was decreased by 0.78 % when
using ROAD NOTE 31 gradation instead of SCRB gradation with using coal fly ash as a
mineral filler. The data are listed from Table 6 to Table 9.

5.3 Marshall Flow

Generally, high flow values indicate a plastic mix that is more prone to permanent
deformation problem due to traffic loads, whereas low flow values may indicate a mix with
higher than normal voids and insufficient asphalt for durability and could result premature
cracking due to mixture brittleness during the life of the pavement. Fig.7 shows the effect of
aggregate gradation and filler type on Marshall flow. It can be observed that the Marshall flow
was increased by 24.13 % when using fly ash as a mineral filler instead of limestone dust with
SCRB, 2003 gradation. such results comply with the findings of Rahman and Sobhan, 2013.
and Kar et al., 2014. Also it is also noted that the Marshall flow was decreases by 6.06 % when
using fly ash as a mineral filler instead of limestone dust with ROAD NOTE 31 gradation. such
results comply with the findings of Pradan and Roy, 2008. Also, it is noted that the Marshall
flow was decreases by 13.79 % when using SCRB gradation Instead of ROAD NOTE 31
gradation with using limestone dust as a mineral filler, while Marshall flow was increases by
13.88 % when using SCRB grading Instead of ROAD NOTE 31 gradation when using fly ash as
a mineral filler. The data are listed from Table 6 to Table 9.

38



Number 9 Volume 21 September 2015 Journal of Engineering

5.4 Bulk Density

In the Marshall Mix design procedure, the density varies with asphalt content in such a way
that it increases with increasing asphalt content in the mixture. The density reaches a peak and
then begins to decrease because additional asphalt cement produces thicker films around the
individual aggregates, and tend to push the aggregate particles further apart subsequently
resulting lower density. The effect of aggregate gradation and filler type on bulk density is
illustrated in Fig.8. This figure indicates that the bulk density increases when using fly ash as a
mineral filler for both SCRB gradation and ROAD NOTE 31 gradation. It is also found that the
bulk density was decreased when using SCRB gradation as compared to ROAD NOTE 31
gradation when using limestone dust as a mineral filler, and it is noted that the bulk density was
decreased when using SCRB grading as compared to ROAD NOTE 31 gradation when using fly
ash as a mineral filler. The data are listed from Table 6 to Table 9.

5.5 Voids in Total Mixture (VTM %)

Air void in the mixture is an important parameter because it permits the properties and
performance of the mixture to be predicted for the service life of the pavement, and percentage
of air voids is related to durability of asphalt mixture. Air void proportion around 4% is enough
to prevent bleeding or flushing that would reduce the skid resistance of the pavement and
increase fatigue resistance susceptibility. Fig. 9 shows the effect of aggregate gradation and filler
type on voids in total mix (VTM) percent’s. It is clear from the figure that the air void was
decreased when using fly ash as a mineral filler as compared to limestone dust with SCRB
gradation. such results comply with the findings of Kar et al., 2014, while when using fly ash as
a mineral filler with ROAD NOTE 31 gradation, air void is increases. such results comply with
the findings of Rahman and Sobhan, 2013. It is also found that the air void is decreases when
using ROAD NOTE 31 gradation with using limestone dust as a mineral filler, and it is noted
that the air void is increases when using ROAD NOTE 31 gradation with fly ash as a mineral
filler. The data are listed from Table 6 to Table 9.

5.6 Voids Filled with Asphalt (VFA%)

Voids filled with asphalt (VFA) are the void spaces that exist between the aggregate particles
in the compacted paving asphalt mixture that are filled with binder. The purpose for the VFA is
to avoid less durable asphalt mixtures resulting from thin films of binder on the aggregate
particles in light traffic situations. Fig. 10 shows the effect of aggregate gradation and filler type
on void filled with asphalt. It indicates that void filled with asphalt was increased when using fly
ash as a mineral filler with SCRB gradation. Such results comply with the findings of Rahman
and Sobhan, 2013, while when using fly ash as a mineral filler with ROAD NOTE 31 gradation,
void filled with asphalt was decreased. It is also noted that void filled with asphalt was decreased
when using ROAD NOTE 31gradation with using both limestone dust and coal fly ash as a
mineral filler. The data are listed from Table 6 to Table 9.
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5.7 Voids in Mineral Aggregate ( VMA%)

The voids in the mineral aggregate is the total available volume of voids between the
aggregate particles in the compacted paving mixture that includes the air voids and the voids
filled with effective asphalt content expressed as a percent of the total volume. It is significantly
important for the performance characteristics of a mixture for any given mixture, the VMA must
be sufficiently high enough to ensure that there is space for the required asphalt cement, for its
durability purpose, and air space. If the VMA is too small, there will be no space for the asphalt
cement required to coat around the aggregates and this subsequently results in durability
problems. On the other hand, if VMA is too large, the mixture may suffer stability problems.
Fig.11 shows the effect of aggregate gradation and filler type on void in mineral aggregate
(VMA). It is clear from the figure that voids in mineral aggregate were decreased when using
fly ash as mineral filler with both SCRB and ROAD NOTE 31 gradation. It is noted that the void
in mineral aggregate was decreased when using ROAD NOTE 31 gradation instead of SCRB
gradation when using both limestone dust and coal fly ash as a mineral filler. Such results
comply with the findings of Kar et al., 2014. The data are listed from Table 6 to Table 9.

6. CONCLUSION

1. Optimum asphalt content requirement was lower when coal fly ash was implemented as a
mineral filler at both types of aggregate gradation SCRB and ROAD NOTE 31
specifications.

2. Optimum asphalt content requirement for grading of ROAD NOTE 31 specification was
lower than SCRB specification at both types of mineral filler limestone dust and coal fly
ash.

3. Marshall stability was increased by 13.39% and 32.63% when using fly ash as a mineral
filler instead of limestone dust with both types of aggregate gradation (SCRB and ROAD
NOTE 31) gradation. On the other hand, Marshall stability was decreased by 15.17 %
and 0.78% when using ROAD NOTE 31 gradation as compared with SCRB gradation for
both types of mineral filler limestone dust coal fly ash.

4. Marshall flow was increased by 24.13 % when using fly ash as a mineral filler instead of
limestone dust with SCRB gradation, while it was decreased by 6.06 % when using fly
ash as a mineral filler instead of limestone dust with ROAD NOTE 31 gradation.

5. Marshall flow was decreased by 13.79 % when using SCRB gradation instead of ROAD
NOTE 31 gradation with using limestone dust as a mineral filler, while it was increased
by 13.88 % when using SCRB grading instead of ROAD NOTE 31 gradation when using
fly ash as a mineral filler.

6. Bulk density increases when using fly ash as a mineral filler for both SCRB gradation
and ROAD NOTE 31 gradation.

7. Bulk density was decreased when using SCRB gradation as compared to ROAD NOTE
31 gradation for both limestone dust and coal fly ash.
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Table 1. Physical properties of asphalt cement.

SCRB (2003)

Property Unit Test Result Specifications

Penetration, (25°C, 100 gm, 5 sec) ASTM D

5 0.1 mm 42 40-50
Softening point (Ring & Ball) ASTM D 36 °C 49
Ductility (25 ° C, S em/min) ASTM D 113 cm 140 >100
Specific gravity 25°C ASTM D70 -—-- 1.04 —
Flash point (cleave[l)aggl open cup) ASTM oC 956 5939

After Thin - Film Oven Test ASTM D 1754

Retained Penetration of Residue (25 °C,

0, 0,
100 gm, 5 sec) /o 67 >55%
Ductility 25 ° C, 5 cm/min) cm 83 >25
Loss on Weight % (163 ° C,50 gm , 5 hr) % 0.35 —
Table 2. Physical properties of aggregate.
Coarse aggregate Fine aggregate
ASTM ASTM
Property Test Result | Designation Test Designation
Result
No. No.
Bulk Specific Gravity 2.542 ASTM C 2.558
Apparent Specific Gravity 2.554 127 2.563 ASTM C 128
Water Absorption % 1.076 % 1.83 %
Wear % (Los Angeles o ASTM C
Abrasion) 17.92% 131
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Table 3. Physical properties of limestone dust and coal fly ash.

Physical Properties

Property Limestone Dust Coal Fly Ash
% Passing Sieve No. 200 98% 94%
Specific Gravity 2.617 2.6455
Specific surface area m 2/kg 389 338

Table 4. Specification limits and selected gradation of HMA mixtures for wearing course
according to SCRB (2003).

Sieve % passing by weight of total aggregate
Opening | Sieve Size . SCRB (2003.) .
(mm) Selected gradation specifications Limits
(Type 111A)
19 3/4" 100 100
12.5 1/2" 95 90 - 100
9.5 3/8" 83 76 —90
4.75 No.4 59 44 - 74
2.36 No.8 43 28 — 58
0.3 No0.50 13 5-21
0.075 No0.200 7 4-10

Table 5. Specification limits and selected gradation of HMA mixtures for wearing course

according to ROAD NOTE 31 (1993).

Sieve % passing by weight of total aggregate
Opening | Sieve Size . Road Note 31 (1993
(pmm) ’ Selected gradation specifications IEimits)
19 3/14" 100 100
12.5 1/2" 90 80— 100
4.75 No.4 63 54 -72
2.36 No.8 50 42 — 58
1.18 No.16 41 34— 48
0.6 No.30 32 26 — 38
0.3 No.50 23 18 - 28
0.15 No0.100 16 12 -20
0.075 No0.200 9 6-12
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Table 6. Effect of asphalt content on marshall and density- air voids properties for mixture Type I.

Asphalt Bulk Marshall | Marshall VFA
CoFr)Itent density | Stability Flow \é;)'\)/l (%) \2(')\//; ')A‘
% (gm/cm3) (KN) (mm)
3.5 2.2074 9.48 2.400 9.2165 | 44.6185 16.6448
4 2.2367 10.50 2.580 7.3753 | 53.8309 15.9760
4.5 2.2698 11.43 2.700 5.3579 | 64.6941 15.1767
5 2.2834 11.20 2.980 41393 | 72.6122 15.1152
5.5 2.2759 9.96 3.600 3.8040 | 75.9795 15.8393

Table 7. Effect of asphalt content on Marshall and density- air voids properties for mixture Type II.

Asphalt Bulk Marshall | Marshall VFA
CoFr)ltent density | Stability Flow \(;)'\)/I (%) \((I)\//(I) ')A‘
% (gm/cm3) (KN) (mm)
3.5 2.2228 9.0580 2.6300 8.6432 | 46.3833 | 16.1223
4 2.2589 9.9670 2.9600 6.5141 | 57.1404 | 15.2018
4.5 2.3010 10.4730 3.5300 41170 | 70.7385 | 14.0712
5 2.2953 11.8380 3.7300 3.7004 | 74.8818 | 14.7329
5.5 2.2899 8.1130 3.8400 3.2736 | 78.7153 | 15.3812

Table 8. Effect of asphalt content on Marshall and density- air voids properties for mixture Type IlI.

Asphalt Bulk Marshall | Marshall VFA
Coﬁtent density Stability Flow %;)';/I (%) \zcl)\//(l) ')A‘
% (gm/cm3) (KN) (mm)
3.5 2.1788 12.232 2.460 10.4627 | 41.1723 | 17.7827
4 2.2083 12.977 2.720 8.6271 | 49.5521 | 17.1013
4.5 2.3002 13.605 3.100 4.1543 | 70.5442 | 14.1011
5 2.2882 9.295 3.590 4.0023 | 73.3116 | 14.9966
55 2.2845 8.573 3.800 3.5017 | 77.5239 | 15.5807

Table 9. Effect of asphalt content on Marshall and density- air voids properties for mixture Type IV.

Asphalt Bulk Marshall | Marshall VFA
CorrJltent density | Stability Flow \g(:\)/l (%) \22//(') ')A
% (gm/cm3) (KN) (mm)
3.5 2.2254 8.004 2.430 8.6115 | 46.5038 | 16.0997
4 2.2891 8.148 2.980 5.3425 | 62.2256 | 14.1453
4.5 2.3012 9.617 3.180 41845 | 70.4026 | 14.1410
5 2.2955 8.399 3.410 3.7687 | 745379 | 14.8021
55 2.2886 8.105 3.810 3.4019 | 78.0547 | 15.5052
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Figure 1. Specification limits and selected Figure 2. Specification limits and selected
gradation according to SCRB (2003). gradation according to ROAD NOTE 31
(1993).

Figure 4. Maximum theoretical specific Figure 5. Marshall test device.

gravity apparatus.
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ABSTRACT

Buildings such as malls, offices, airports and hospitals nowadays have become very complicated
which increases the need for a solution that helps people to find their locations in these
buildings. GPS or cell signals are commonly used for positioning in an outdoor environment and
are not accurate in indoor environment. Smartphones are becoming a common presence in our
daily life, also the existing infrastructure, the Wi-Fi access points, which is commonly available
in most buildings, has motivated this work to build hybrid mechanism that combines the APs
fingerprint together with smartphone barometer sensor readings, to accurately determine the user
position inside building floor relative to well-known landmarks in the floor. Also the proposed
system offers a monitoring activity which lets the administrator to watch and locate certain user
inside the building.The system is tested in a big building indoor environment and achieved
positioning accuracies of approximately 2.1 meters.

Key words: Indoor Positioning System, Indoor Localization System, Indoor Monitoring System,
Smart Phones, fingerprinting, Barometer sensor, WLAN, IPMS.
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1. INTRODUCTION

Indoor positioning system recently has become an important topic in the research area due to the
growing demand for location aware systems that filter information based on the location of the
current smartphone. Many approaches, mechanisms, have been suggested and built for efficient
and accurate indoor positioning system. However, each of which comes with its merits and
demerits. GPS is the most widely used satellite based positioning system, which offers maximum
coverage. GPS cannot be deployed inside buildings, because it requires line-of-sight transmission
between receivers and satellites which is not possible in indoor environment due to the obstacles
inside the buildings, Hightower, and Borriello, 2001. Balas, 2011. presents a crowdsourcing-
based localization system for estimating the positions of the devices through using smartphone
sensor and Wi-Fi readings. However, the accuracy of this approach is approximately 7m which
decreases the performance of the system, furthermore, as mentioned in Balas, 2011. the number
of training data points has to be high in order to have a small error and people might not provide
this data whenever they are asked to by the phone. Most probably, the users will provide data
while in their offices or in the common areas and not while they are walking down the hallways.
Li, 2012. presents an indoor positioning system using smartphone sensors; this system interacts
with a user to get the initial location through user input, and provides the current position
estimate on an indoor map. However, smartphone sensor suffers from noises which makes
reliable step detection hard task, the random bouncing of mobile phones, caused by putting
phone in a pocket, switching from left to right hand, operating on touch screen, or taking a phone
call, can generate false positives in the detection; The step length of a person’s walking can vary
quite a lot over time, due to speed, terrain, and other environmental constraints. Furthermore, it is
well understood that people with different physical profiles such as height, weight, sex, or
walking style have different step length. In order to eliminate the challenges as mentioned above,
additional overhead and complexity are presented in the implementation algorithm. Kothari, et
al., 2012. present an indoor positioning system based on Wi-Fi Access Points incorporated with
smartphone sensor. However, it needs a pioneer robot equipped with a SICK LM200 laser
rangefinder for collecting signals from the APs during the process of APs detection which means
an additional hardware is needed results in increasing the complexity of implementation as well
as increasing the cost. Aboodi, and Wan, 2012. present an indoor positioning system based on
RSS fingerprint in conjunction with trilateration technique. However, using trilateration
technique imposes a constraint on the floor’s infrastructure because each floor should contain at
least three APs. Also, it uses LSE (Least Square Estimation), Min-Max and Kalman filter
algorithms which increases the complexity of the implementation as well as increasing in the
response time.

The rest of the paper is organized as follows. Section 2 describes in details the proposed system
mechanism. Section 3 describes the performance evaluation of the proposed system and provides
a comparison of indoor positioning techniques based on their accuracies. Finally, section 4
concludes the paper.
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2. PROPOSED SYSTEM

This section logically illustrates the mechanism of the proposed system structure together with each
module that constructs the overall system architecture. The proposed system consists of two phases;
the training phase which is used to collect the strongest signal strength, of each AP, in each floor in
the building to be sent and stored in the database server. The localization phase is used to retrieve
the strongest signal strength from the database server then in conjunction with current smartphone
readings of AP signal strength and smartphone barometer are used to determine user position.

2.1 Training Phase

Fig. 1 shows the main components used in the training phase. The main function of the training
phase is to collect and record RSS of every AP, Pressure and height for each floor inside the site. In
this work the system is planned to work on a site which consists of a number of buildings each
building consists of a number of floors. Also each floor, which has its own pressure and height, is
equipped with one or more APs. Hence, each AP is identified by: site name, building name, floor
number, AP name, received signal strength (RSS), and AP MAC address. Before the training phase
starts, the system administrator smartphone is loaded with a utility that is responsible for collecting
the above mentioned information and then sent to be stored in the database server. Later In the
localization phase, these information in conjunction with information collected in real time, are
used to determine the local position of user. The steps that are involved in the training phase are
listed below:

1) The training phase utility is loaded in the system administrator smart phone and it is used only
during the training phase by the system administrator.

2) The site name is entered manually by the system administrator smartphone and sent to be stored
in the database server.

3) For each building, the system administrator walk through, the name of the building is entered
manually and sent to be stored in the database server.

4) For each floor, of each building, the floor number is entered manually and sent to be stored in
the database server.

5) Now for each floor while the administrator is walking through, the utility of the administrator
smartphone detects each AP and continuously read signal strength of each AP, as each AP is
recognized by its MAC address. When reaching to the end of the certain floor, the number of
recorded RSS for each AP is minimized at the Smartphone to the one of the strongest RSS
recorded for each AP; then, the strongest RSS of each AP is sent to be stored in database server.
Also, a well-known landmark such as common room in the floor, associated with each AP, is
also sent to be recorded in the database server. Note, the landmark should not be far away from
the AP more than one meter.

6) In addition, the utility of the administrator smartphone also detects the pressure, which is used
to calculate the height value, for each floor and send the height to be stored at the database
server. Note that, each floor has its own pressure and height values that are different from other
floors. The purpose of storing the height value, for each floor, will be explained and analysed in
the localization phase, section (2.2).

Fig. 2 shows the flowchart of the training phase for a building. Fig. 3 shows the Database entries.
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2.2 Localization Phase

Fig. 4 shows the main components used in the localization phase. This phase constitutes the main
objective of this paper which is responsible for providing “Locate Me” service, this phase
determines and notifies the user (through her/his smartphone) about her/his position relative to
well-known landmark inside the building. Also, it provides “Monitoring” service which lets the
administrator to locate certain users inside the building. Before discussing and analyzing the
technique and the approach used in this phase, it is found necessary to list the steps that would
clear the operation of different interoperated components:

A. Locate Me Service

1) While the user is walking inside the building, the “Locate Me” utility, embedded in the
smartphone, detects and reads the Wi-Fi RSS of the APs, pressure (for height calculations)
for the current floor and then compare them with retrieved RSS and height (which are stored
in the server during training phase), remember that each AP, in the building, is recognized by
site name, building name, floor number, AP’s name, RSS and its MAC address. Then a
mechanism called “Fingerprint Mechanism”, explained later in section (2.3) is used to
determine the closest AP (the one with strongest RSS) to the user and then it converts the
strongest RSS to a distance that represents how far the user is from the AP (landmark). Note
that, the purpose of extracting the height and pressure of each floor (using the smartphone
Barometer sensor) is: it happens that the detected closest AP to the user is in another floor,
actually not in the floor where the user exists. Hence the use of the pressure and height,
which are unique for each floor, will determine in which floor the user exists.

2) A “Filter Scheme” mechanism, shown in Fig. 4, is used to purify and removing the noise that
is associated with APs RSS and then determine the accurate and final position of the user to
be displayed on the user smartphone. The “Filter Scheme” mechanism is explained in details
later in section (2.5).

B. Monitoring Service

The monitoring service provides the administrator the capability of watching the users inside the
building. This service mainly depends on the “Locate Me” service. Thus whenever the ” Locate
Me” service is activated then all the information regarding users position are periodically send
and stored in the database server to be accessed by the administrator for the purpose of
monitoring. This service is explained in section (2.4).

2.3 Fingerprint Mechanism

Finger print mechanism, is the process of storing information at the training phase to be retrieved
at any time during the localization phase. It is important to know there are two types of indoor
localization, vertical and horizontal indoor localizations, it is necessary to distinguish between
them as follows:

1) Vertical localization which is the process of estimating user’s location according to which
floor number the user exists.

2) Horizontal localization which is the process of estimating user’s location on the specific floor
relative to well-known landmark at this floor.
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2.3.1 Vertical Localization

A problem that exists with the Wi-Fi mechanism is the number of APs for a fingerprint can be
changed because of the nature of radio waves. Especially inside buildings, external factors like
moving object, open or closed doors, change the signal strengths of the APs. An AP that was
measured during the training phase might not be received during the localization phase and vice
versa. Therefore, to account for these changes in the environment, the proposed system depends
mainly on the Barometer sensor of the smartphone in the vertical localization.

The proposed system uses Wi-Fi signal strength and the smartphone Barometer sensor to
estimate vertical user’s location, which floor number the user may exist. Barometer sensor is
used to measure height (altitude) and pressure, note that pressure and height have different
values in each floor in a specific building.

In the localization phase, the Wi-Fi signals of the APs are detected by the user’s smartphone.
Then the MAC addresses of the APs, from which the signals are received by the smartphone, are
compared with MAC addresses of the retrieved AP signals (stored in the database server during
the training phase). Furthermore, the Barometer sensor reading, associated with each detected
AP, is retrieved from the database server to be compared with current Barometer sensor reading
to determine which APs are in the floor where the user exists.

It is important to note, the Barometer sensor reading is changing with time, suppose the
Barometer sensor has a height value equal to 150.5 m at 10 O’clock morning. This value will be
altered according to the change in the parameters: pressure, temperature and humidity. Thus, the
Barometer sensor will have different reading after an hour, changing in height may be increased
or decreased according to the parameters mentioned above. This problem results in producing
error when the localization phase occurs at time different from the time of the training phase.

The proposed system fixes this problem through storing the Barometer sensor reading at each
floor in the database server, during training phase, arranged from the first floor to the last floor of
a specific building. Now, during the localization phase, which must start at the first floor, the
reading of the Barometer sensor at the first floor is subtracted from the value of the Barometer
sensor of the first floor stored during training phase, the result represents the difference between
the two values. This difference represents a new value called “Reference Point”, the new value
added to the all Barometer sensor readings, of each floor, that are detected and stored at the
database server during the training phase. For example, suppose a building consists of three
floors:

Let Heightirqinings = 150.5 at first floor, Heighty qining. = 153 at second floor and
Heightiyqinings= 157 at the third floor, if Barometer sensor reading has values equal to

Heightycaizationni=164 at  first floor, Height;,cqiization2=167 at second floor and
Heightycqiizations = 170 at third floor. Then during the localization phase, the following
equations are applied:

20



Number 9 Volume 21 September 2015 Journal of Engineering

Reference POint:Heightlocalizationl - Heighttrainingl (1)
=164-150.5=13.5

Heightlocalization newleeightlocalizationl - Reference Point (2)
=164-13.5=150.5 which is exactly 150.5, the training phase value of the first floor.
Heightlocalization newz:Heightlocalizationz'Reference Point (3)
= 167-13.5=153.5 which is approximate to 153, the training phase value of the second floor.
Heightlocalization new3:Heightlocalization3'Reference Point (4)
= 170-13.5=156.5 which is approximate to 157, the training phase value of the third floor.
The above new Height Barometer localization values are stored in a temporary list, inside the
smartphone, and updated continuously while the user is moving inside the building. Actually,
the list is updated every 5 seconds, according to the above mentioned procedure, to eliminate
the problem of Barometer sensor readings variations in different times of the day. Actually, In

other words every 5 seconds a new Reference Point is calculated and the above mentioned
equations are applied again.

2.3.2 Horizontal Localization
It is time now to determine the horizontal localization, suppose the following scenario:

After performing the training phase for the first floor, suppose there are four APs called A, B,
C, D and each one has its own RSS value; these values are listed in Table 1.

During the localization phase, the detected APs and their own RSS are listed in Table 2 which
illustrates that the user is closest to AP B which has strongest RSS. Now, to find the closest
AP to the user, the Euclidean distance rule shown in Eqg. (5) is applied.

D=./(RSS — RSS,,)? (5)

Where D represents Euclidean distance; RSS;, represents received signal strength at training
phase; RSS,;, represents received signal strength at localization phase.

Note that, the standard form of the Euclidean equation as used in previous works, Navarro, et
al., 2011. and Grossmann, et al., 2008. includes summation symbol inside the square root see

Eq. (6):

D= (1L, (RSSyr — RSS:0)? ©)

Where D represents Euclidean distance; RSS;, represents received signal strength at training
phase; RSS,, represents received signal strength at localization phase; N is the number of the
APs. Actually, Eqg. (6) is used in the environment where group of APs are collected together
to represent certain well-known landmark at the floor. This approach is prone to error due to
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the fact, suppose each floor has a number of APs which are collected in four groups. During
positioning time the APs are detected in more than one group, as long as each group has a
specific well-known landmark, then in order to estimate the closest well-known landmark, Eq.
(6) is calculated for each group.

Therefore, the summation symbol is used in the process of calculation for each group; the
group which has the smallest D has the closet position to the well-known landmark. However,
whenever the number of matching APs is increased then D will be increased producing
erroneous and inaccurate results.

In our proposal, the idea of APs groups is not adopted, during the localization phase all the
APs of certain floor are detected and compared with corresponding retrieved APs. Therefore,
the Euclidean equation is modified through eliminating the summation symbol from the
equation. Hence the modified Euclidean equation is applied for the example of Table 2 as
follows:

D1=/(—50 — (—=60))2 =10

D2=,/(-55 — (-50))2=5

D3=,/(=50 — (—70))2 =20

D4=,/(—45 — (—85))2 =40

It is clear that the smallest distance is D2 which means the user is closest to AP B. In order to
calculate the distance in meter that how far the user is from AP B, Eq. (7) is used.

RSS

Dmeter =3x 10(5) (7)
Dineter = 3 * 10659/110)= 8m

WhereD,,.ter, 1S the real distance that the user is far away from the well-known landmark.
Note, referring to, Park, 2007. Adchi, and LitePoint, 2014. most of the APs have a
maximum indoor range of 30m. Referring to Galias, et al., 2013. the minimum RSS level
received by smartphone is -110db. Therefore, Eq. (7) has a maximum range of 30m. Fig. 5
shows the flowchart of the localization phase, “Locate Me” service.

2.4 Monitoring Service

As mentioned in section (2.2), the localization phase offers “Monitoring” service for the
administrator to locate users inside the building. Actually, as long as the user position is
determined in “Locate Me” service, explained in section (2.3), then the “Monitoring”
service is smoothly accomplished according to the following steps:

1) As soon as activating the system by the user, the IPMS starts the process of finding user
position relative to the well-known land mark as explained in details in the “Locate Me”
service. In other words, user smartphone starts the process of finding user position without
user’s knowledge.
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2) This information is associated with the username which is inserted by the user during the
process of system’s activation.

3) This information is uploaded to the database server.

4) The administrator can access the database server at any time and retrieve user position.

Note, the procedure of finding user’s position is repeated every 3 seconds which results in
updating user’s position every 3 to 5 seconds in the database server.

2.5 Filter Scheme

Filter is used to purify the result of finding the closest AP based on Euclidean distance
algorithm. The idea is to make the algorithm so that the impact of large differences in RSS is
reduced, thus filter out the large differences so that if the RSS difference is larger than a
certain threshold, So, et al., 2013. the distance measure is no longer increased. Referring to

Eq. (4):

Let (RSS,, — RSS;,) =C (8)
D=V(? ©)
C= (RSS,, — RSS},) if |RSS,, — RSS,,| < TH (10)
C=TH if |RSS: — RSS;,| >TH (11)

Where TH is the threshold value.

Now, in order to compensate the effect of some cases such as user orientation, user height,
how the user holds the smartphone, etc. RSS is shifted inside a certain range, So, et al., 2013.

D=//(C +2)? (12)
Where z is the shift value.

According to So, et al., 2013, TH between range 10 to 30db and z in range between 3 to 10.

3. PERFORMANCE EVALUATION

This section demonstrates and illustrates the practical performance results that are obtained
from applying the proposed system in real environment; Al Mansour Mall building which
consists of four floors. The reason of applying the proposed system, in the above mentioned
site, is to have a test in vital place in real life which is crowded with people.

3.1 User Positioning System Testing

The training phase of Al Mansour Mall building is conducted for the entire building floors.
While the localization (positioning) phase is conducted in third and fourth floors, where five
locations were taken for the test in the third floor and ten locations are tested in the fourth
floor. Tables 3 and Table 4 show the results obtained from the test. From the results, the
proposed system achieved accuracy of approximately an average of 2.1m.

This section presents the results of testing the system from user point of view, in other words
if the user is lost inside the building it is simple to find her/his location using the positioning
system. Also suppose two friends lost each other inside crowded Mall; in this case each one
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can find her/his location and send a text message to the other, using the positioning system, to
meet each other again.

3.2 User Monitoring System Testing

This section presents the results from the administrator point of view; in this test the user has
changed his location five times. Table 5 illustrates the location results recorded by the
administrator smartphone.

Accuracy (or location error) of a system is the important user requirement of positioning
systems. Accuracy can be reported as an error distance between the estimated location and the
actual mobile location. Sometimes, accuracy is also called the area of uncertainty; that is, the
higher the accuracy is, the better the system is. Some compromise between “suitable”
accuracy and other characteristics is needed. Table 6 shows system accuracies.

Note, the third system, shown in Table 6, achieves quite good accuracy of 2m which is nearly
equal to our proposal that achieves accuracy of an average of 2.1m. Actually, because this
system depends solely on the smartphone sensors suffers many challenges, some of them
mentioned in section land the others in Li, et al., 2012. which degrade system performance in
the long run of use.

The fifth system, shown in Table 6, also achieves quite good accuracy of 2.6m. But this
system depends solely on the Wi-Fi signals and because it uses complex mechanism, as
mentioned in section 1, which consumes a lot of computation time that results in slow
response time to the user.

4. CONCLUSION

A hybrid indoor positioning and monitoring system is built that integrates smartphone sensors
and Wi-Fi fingerprinting. The main advantage of this research is the creation of a system that
achieves the benefits of the flexibility, offering good coverage, user friendly, reducing the
complexity of the implementation as much as possible, having a reasonable cost and finally
producing high accuracy. The proposed IPMS is suitable for use at any time; using public
database server which makes the proposed system services available 24 hours a day. The
proposed IPMS depends on the APs of the building which are in turn produce building level
coverage. The proposed IPMS enhances the mechanism of using the well-known fingerprint
algorithm, K-nearest neighbor, for dealing with Wi-Fi signals during the training and
localization phases respectively. Furthermore, it enhances the Barometer sensor readings
which fix the problem of Barometer sensor readings variation with time. Finally, the proposed
IPMS is highly reasonable which provides good accuracy and consistent position information.
It was tested into two vital buildings; the results showed the average of accuracy of the
proposed IPMS is approximately 2.1m.

Actually, to achieve the above mentioned accuracy, each landmark has to be attached or
adjoined to corresponding AP. In case there is no familiar landmark attached to AP, then it is
possible to attach a simple landmark that illustrates the location of the AP relative well-known
landmark in the building floor.
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Table 1. First Floor APs at Database Server.
AP_Name RSS (db)
A -50
B -55
C -50
D -45

Table 2 First Floor APs Detected during Localization Phase.

AP_Name RSS (db)
A -60
B -50
C -70
D -85
Table 3 Third Floor Results.
AP_Name Well-known Real Distance (m) | Estimation Accuracy
landmark Distance (m) (m)
Barcelona Barcelona 6 8.1 2.1
Cafe Cafe
Barcelona Barcelona 9 11 2
Café 1l Café
Clarks Clarks 5 7 2
Party 21 Party 7 8.9 1.9
Cosmetic Cosmetic 4 5.7 1.7
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Table 4 Fourth Floor Results.

AP_Name | Well-known Real Distance Estimation Accuracy
landmark (m) Distance (m) (m)
Tche Tche Tche Tche inside 5 7.3 2.3
inside
Tche Tche Tche Tche 7 9.9 2.9
outside outside
Carnval Carnval 9 10.9 1.9
Carnval Carnval Cinema 6 7.5 1.5
Cinema
Super Star Super Star 4 55 1.5
Restaurant Restaurant
Iragi Cinema Iraqgi Cinema 3 4.9 1.9
Chicken Chicken Cottage 7 9 2
Cottage
Jungle Land Jungle Land 8 10 2
Mangel Plus Mangel Plus 6.5 8 1.5
Kanafanjel Kanafanje café 11 13.6 2.6

Table 5 Monitoring System Accuracy.

Time PM User’s Estimation Real Information at Accuracy
location Distance | Admin Smartphone (m)
(m)
8:50 near to Chicken Cottage 2.5 near to Chicken 1.5
by 4 m Cottage by 4 m
8:55 near to Jungle Land by 5 near to Jungle Land 2
7m by 7 m
9:00 near to Mangel Plus by 7 near to Mangel Plus 2
9m by 9 m
9:05 near to Super Star 3 near to Super Star 2
Restaurant by 5 m Restaurant by 5 m
9:10 near to Carnval Cinema 1.6 near to Carnval 2.4
by 4 m Cinemaby4 m
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System Accuracy(m)
Global Positioning System (GPS), Hightower, and Borriello, 2001. 10
Indoor Localization of Mobile Device for a Wireless Monitoring 7
System based on Crowdsourcing, Balas, 2011.
A Reliable and Accurate Indoor Localization Method Using Phone 2
Inertial Sensors, Li, 2012.
Robust Indoor Localization on a Commercial Smartphone, Kothari, et 5
al., 2012.
Evaluation of Wi-Fi-based Indoor (WBI) Positioning Algorithm, 2.6
Aboodi, and Wan, 2012.
The Proposed System. ~2.1
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Figure 2. Flowchart of Training Phase.
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Figure 4. Localization Phase (Locate Me Service).
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ABSTRACT

Anumerical solutions is presented to investigate the effect of inclination angle (6) ,
perforation ratio (m) and wall temperature of the plate (Ty) on the heat transfer in natural
convection from isothermal square flat plate up surface heated (with and without concentrated
hole). The flat plate with dimensions of (128 mm) length x (64 mm) width has been used five with
square models of the flat plate that gave a rectangular perforation of (m=0.03, 0.06, 0.13, 0.25, 0.5).
The values of angle of inclination were (0° 15° 30° 45° 60°) from horizontal position and the values
of wall temperature (50°C, 60 °C, 70 °C, 90 °C, 100°C). To investigate the temperature, boundary
layer thickness and heat flux distributions; the numerical computation is carried out using a very
efficient integral method to solve the governing equation. The results show increase in the
temperature gradient with increase in the angle of inclination and the high gradient and high heat
transfer coefficients located in the external edges of the plate, for both cases: with and without
holed plate. There are two separation regions of heat transfer in the external edge and the internal
edges. The boundary layer thickness is small in the external edge and high in the center of the plate
and it decreases as the inclination angle of plate increases. Theoretical results are compared with
previous result and it is found that the Nusslet numbers in the present study are higher by (22 %)
than that in the previous studies. And the results show good agreement in range of Raleigh number
from 10° to 10°.

Key words: natural convection, perforation plate, inclined flat plate.
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1. INTRODUCTION

Natural convection cooling of components in electronics which has been attached to printed
circuit boards, which are placed vertically and horizontally in an enclosure, is currently of great
interest to the microelectronics industry. Natural convection cooling is desirable because it doesn’t
require energy source, such as a forcing by fan and it is maintenance free and safe. Cavities with no
obstructions were studied in the past few years such as Zhong et. al., 1985 and Saravanan and
Kandaswamy, 2000. The exact solutions available in the literature, especially that was related to
the boundary layer thickness and temperature profiles and showed that there was a limited attention
to study the effect of the perforation in the flat plate.

The heat transfer by natural convection applied to simple geometries such as flat plates,
spheres, and cylinders, has been extensively studied for decades. Ostrach, 1952, was one who of
those solves the boundary layer equations for natural convection from vertical flat plate using a
numerical method. The set of three equations a continuity, momentum and energy were reduced to
only two equations with their respective boundary conditions. He found that this type of flow was
dependent on the Grashof number and Prandtl number.

The geometry of an inclined, semi infinite without holed flat plates had been considered by a
number of researchers because of its engineering applications. Among whom are Ganesan and
Palani, 2003, Said et. al., 2005, Sparrow and Husar, 1969 and Patterson, et. al. 2007. Most of
these studies had been conducted by either numerical simulations or experimental observations.
Zekeriya and kurtul, 2006, performed a numerical study of laminar natural convection in tilted
rectangular enclosures that contain a vertically situated hot plate using the finite volume method
with SIMPLE algorithm. The Raleigh number and the tilt angle of the enclosure were ranged from
10° to 10" and from 0° to 90° respectively. Kobus and Wedekind 2000, presented experimental
heat transfer data and developed dimensionless correlation for natural convection from heated
horizontal stationery isothermal circular disks over a wide range of Raleigh numbers. The air was
used with variety of disks of different diameters and thickness-to-diameters aspect ratios. Another
type of important convective heat transfer problem is the free and mixed convection boundary-layer
flow near a flat plate which is inclined at a small arbitrary angle to the horizontal or vertical plate.
Jones, 1973 studied theoretically the free convection boundary-layer near a flat plate at small
angles of inclinations to the horizontal by taking into account both the parallel and the normal to the
plate temperature gradients which drive the fluid flow and both positive and negative inclination
angles of the plate were considered. When the inclination angles of the plate was positive, both of
the mechanisms which drive the flow produce favorable effective pressure gradients, so that the
fluid continued to be accelerated along the plate to a final state, far from the leading edge, which
was described by the classical free convection boundary-layer solution over a vertical flat plate. For
negative inclination angles, although the pressure gradient associated with the processes remained
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favorable, separation of the boundary-layer from the plate eventually occured, since the buoyancy
force opposes the motion. Important contributions to these convective flow configurations had also
been made by several authors, notably by Schneider, 1995, Umemura and Law, 1990 ,Weidman
and Amberg, 1996 and Waheed, 2001, conducted a numerical study to solve the governing
equation with the finite difference volume method for the disks and rings with outer diameter (0.2 <
ri<0.9) (where ry is the ratio of inner to outer diameter) heated from the upper surface with constant
temperature in range of Grashof number (10° < Grp, < 107). He observed that the main process of
heat transfer was conduction at Grashof number less than (10°) and the convection at Grashof
number less than (10%). The maximum rate of heat transfer for the rings that had the same outer
diameter for the disk was achieved at the inner diameter with outer diameter between (0.2-0.3).
Mohammed, 2002, studied experimentally the laminar heat transfer by natural convection from
the disks. Waheed, 2001, used inclined upward and downward heated rings at constant temperature
in the rang of Raleigh number (1.7x10° < Rap, < 3.1x10°). The results showed that the average
Nusselt number which depended wholly on the angle of inclination, and there was clear difference
in the rates of heat transfer between the horizontal upward and downward surfaces where the effect
of inner diameter was limited to the increase which leads to rates of heat transfer in the case of
upward rings. Addition of the extended surface to the external edge leads to decrease in the rates of
heat transfer for all inclination angles. Abd, 2005, presented a numerical study of three dimensional
laminar natural convection heat transfer process from isothermal square plate and another plate with
a circular perforation (ratio of perforation to the plate external length ranges from 0.6 to 0.8), and
angle of inclination ranging from (0°-180°). The numerical study included solution of the
momentum and energy equations by using the finite difference method for the range of Grashof
number (10 < Grp, < 5x10* with Prandtle number (Pr=0.72). The results showed that the
maximum temperature gradient was achieved at external edge for the case of horizontal perforation
square plate and heated from upward and at lower external edge for the case of inclination plate.
The local Nusselt number for the perforation plate wholly depended on the inclination angles and
the values of average Nusselt number with a higher level than the square plate and increase as the
perforation ratio increase. While the values of average Nusselt number increases with increasing of
the inclination angles for the upward heated square plate and reach the high limit at the vertical
position, then decrease the inclination angles. Kadhim, 2003, studied three dimensional natural
convection heat transfer from the rings and disks (inner to outer diameter equal to 0.2, 0.5 and 0.8)
angles of inclination ranged from (0° < 6 < 180°) with Prandtle number (Pr=0.72). The results
showed that the local Nusselt number wholly depends on the inclination angles. The variation in
inner diameter caused a limited increase in the heat transfer rates in case of the heated upward rings
and high effected in case of rings heated downward. The average Nusselt number increases with the
increase in the angle of inclination and the ratio of inner to outer diameter for heated upward rings.
Where the maximum value of average Nusselt number is in depended of the inclination angles, its
change depends only on the inner to outer diameter ratio for these rings. The maim aim of this study
is investigating the enhancement the shared influence of the plate perforation and angle inclination

187



g;g;} Number 9 Volume 21 September 2015 Journal of Engineering

on the natural convection heat transfer process by using the numerical computation carried out
using the integral method to solve the governing equation and compare the theoretical result with
those of the previous studies.

2. PHYSICAL MODELS AND MATHEMATICAL FORMULATION
Consider the steady free convection flow of a viscous incompressible fluid over an inclined semi-
infinite plate at an angle (@), as shown in Fig. 1. The temperature of plate is assumed constant at (Ty)
and the ambient fluid has the uniform temperature T, where Ty, > T.. For this configuration, the
assumption is that the Boussinesq approximation is valid ,loan 2001.
v & Fliud Thermal boundary layer

V| w7y

Pord ops £ 50 ()

veloaity profile

wall tetnperatmre 75,

-
um x

Figure 1. Physical models and coordinate systems of the heated inclined flat plate.

The body force by unit volume is —p g sin (&), where g is the local acceleration of gravity. And
the key assumptions are:

1) Constant properties (p, k, Cp), except for the variation in density that drives the flow

2) Pressure gradients perpendicular to the plate can be neglected.

3) Density variation can be approximated by a linear dependence on temperature. This is called
the Boussinesq approximation.

4) Diffusive transport (of both momentum and energy) in the direction parallel to the plate can be
neglected. There are also, of course, many other implied assumptions (steady-state situation,
viscous dissipation is negligible in the energy equation, everything is constant in the z-
direction (parallel to plate, perpendicular to gravity)).

First, will be look up the “general” governing equations in a reference text, to find the following
equations. Any terms involving the z coordinate or the corresponding velocity component, can be
neglected as well as the transient terms. This leaves: Rolando, 2004, the basic conservation Egs. (1),
(2) and (3) can be written as follows:
Continuity equation (overall mass balance)

o) o) (1)
X oy
and momentum balance in x direction (parallel to plate and gravity) for a Newtonian fluid with
constant p and .

188



g;g;} Number 9 Volume 21 September 2015 Journal of Engineering
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For a horizontal flat plate, the energy balance for a Newtonian fluid with constant p and x equation

reduces to,

o a1

U&-FVE:aayz (3)
where
[a_u]=0
ot
ou  d%
o o
Then, Eq. (2) becomes:
ou du oP o%u .
U—+V—|=——+n— |- pgsin(@ 4
p[ = GJ ™ n{ayz} pgsin(o) 4
< —p.gsing )

where p_ is the density outside the boundary layer. Replacing Eq. (5) in Eq. (4) yields

p[ug—i +v%“} = gsin(@)(p, - ) +77By—ﬂ (®)

The first term on the right-hand side of Eq. (6) is the buoyancy force, where the density p is a
variable. The density may be represented by a linear function of temperature for small temperature
differences and the change in density is related to the thermal expansion, B, as: Rolando, 2004,

1(0p
—_—| £ 7
/ p[aTjP 0
If B is approximated by:
1(p.-p
x| == 8
p p[Tw_Tj ®)
then
P.—p=pp(T-T,) 9)
and Eq. (2) becomes ,Rolando, 2004:
ou  ou : o%u
Uu—+v—=g(siné T, )+ryr— 10
x g(sind)p(T -T,) i (10)

hence, the buoyancy force is related to the temperature difference.
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Momentum integral method is approximate and much easier to apply to a wide range of
problems than any exact method of solution. The idea behind this: is it is not really interest in the
detailing of the velocity or temperature profiles beyond learning their slopes at the wall (John,
2004). [These slopes give the shear stress at the wall is 7, = 1(0u/dy),, and the heat flux at the

wall is q, =k(dT/dy),_, Schlichting, 1979, where the boundary conditions are:

T=Tw aty=0
w fory » o
0 aty=0
0 fory»ow

T=T
u=yv
u=v

If the integral method is applied in Egs. (10 and 3), these equations (momentum and energy
equations) will be respectively,John, 2004:

ij.uzdyzgﬂj.(T—T )dy—va—u (11)
dx 0 0 : oy y=0
d § oT
—|u(T =T )dy = —a— (12)
dx-([ oy y—0
The functional forms are assumed as follows ,John, 2004
U= -8 3
and
T-T
= 2 = (1-&)? 14
e () (14)
The first derivative of this equation with respect to (y) will be ,John, 2004
oT 2
T =-£@,-T.) (15)
., o
y
where & ==
d 0

After the first derivative of Eq. (13) is used and equaled to zero in order to obtain the value of
maximum velocity component termed u; substituting this equation with Eq. (15) into Eq. (11) gives
the general solution of the laminar thermal boundary layer without pressure gradient

S 1 1 1
= =3.93[0.952 + pr]“(pr) 2(Gr,) * (16)
X

the Gry is the local Grashof number

X 2
14

where (@) is the inclination angle of flat plate with horizontal position.

The solution of the boundary-layer equations for any convection heat transfer problem gives
the velocity and temperature distributions. This is true for any type of solution (analytical or
numerical) and for any type of convection (forced or natural). Once the solution is obtained, the
heat-transfer coefficient is obtained by realizing that as we approach the solid surface, the velocity
vector is tangent to the surface and the heat-flux vector is normal to the surface, thus the heat
transfer is by conduction at the limit as the distance from the wall approaches zero. Therefore, for
the problem described in the previous section, the heat flux is:
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q=h(T, -T,)=kZ- )
I
Subtracting into Eq. (17), will give:
h 2
k &

The value of & from Eq. (16) is used to get the local heat transfer coefficient along the length
of flat plate with respect to x component as follows:

1 1 1 1
h, =0.508(pr)2[0.952 + pr] “k(Gr,)*x * (18)
The Nusselt number is found from the following relation:
Nu, = th(X (19)
The heat dissipation from the heated flat plate can be determined from the following relation:
Q=hA( -Ty) (20)

3. PROBLEM DEFINITION
In natural or free convective heat transfer, heat is transferred between a solid surface and a fluid

moving over it, where the fluid motion is entirely caused by the buoyancy forces arising from density
changes that result from the temperature variations in the fluid, this motion is called natural convection
which can be either laminar or turbulent. However, because of the low velocities that usually exist in
natural convection, laminar flow occurs more frequently than turbulent flow. In this paper, attention is
therefore focused on two dimensional laminar natural convective flow. If the temperature differences
are small enough, the fluid properties, except the fluid density, may be assumed to be constant (fluid
density can not be assumed constant, because its variation induces the fluid motion).

In the present work a heated aluminum flat plate is used with dimensions of (128mm length x
64mm width) and additionally five models of central perforation are used heated from upward flat plate
with dimension of rectangular perforates dimensions of (2mmx4mm), (4mmx8mm), (8mmx16mm),
(16mmx32mm) and (32mmx64mm) are represented by the ratio of the flat plate length to the
perforation length of (m=0.03, 0.06, 0.13, 0.25 and 0.5) respectively. The constant wall temperatures
used in this search were (50°C, 60 °C, 70 °C, 90 °C, 100 °C). Fig. 2 illustrates the flat plate with and
without central perforation and shows the perforation length.
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4. RESULTS AND DISCUSSION

The figures in this paper were generated by the (MATLAB 7) simulation program to study the
effect of the five central rectangular perforations in the heated upward flat plate. Figs. 3 and 4 show
the relationship between the distribution of dimensionless wall temperatures gradient and the region
above the flat plate represented by y-direction for the model of heated upward rectangle flat plate
without perforation (m=0) for values along the x-direction ranging as follows (x/L, =1, 0.75, 0.5,
0.25, 0.15, 0.06 and 0.03) at horizontal position (6=0°). The results compared with the results of the
model (m=0.13) for range of values along the x-direction (x/L, =1, 0.75, 0.5, 0.25) at the same
position (0=0°). The numerical data shows that central perforation is used in the plate in order to
avoid entering the slight declination region. The temperature gradients were located at positions
(x/L, = 0.03, 0.06 and 0.15) in the range of the central perforation. The figures show that high
temperatures gradient along y-direction is achieved for the all models at the external edge while the
low temperatures gradient exists at the internal edge of perforation models and increases with
increasing the perforation ratio. And Fig. 5 shows the development of the thermal boundary layer
thickness (8) along the x-direction of the heated flat plate for various value of the wall temperature
(50°C, 60 °C, 70 °C, 90 °C, 100°C) for two selected models of (m=0 and 0.13) respectively at
horizontal position (6=0°). As is shown in these figures, the thermal boundary layer thickness (3) is
low at the external edge and increases gradually towards the flat plate center, because the fluid
molecular density near the models edges is higher than that near the center with high velocity
leading to generate the Plume ( the thermal separation happens). As a result the thermal boundary
layer thickness (8) increases at the center more than at edges. The transmitted heat at the thermal
separation region will be less than that at the external edge.

Fig. 6 shows the development of thermal boundary layer along x-axis for various values of wall
temperature for the model of heated flat plate (m= 0.13). It is noticed that the thickness of thermal
boundary layer increases gradually from the edge of flat plate towards the center and decreases as
the wall temperature increases. in comparison with the model (m= 0.13) in Fig.5 which shows in
that the thickness of boundary layer is interrupted in the edge at (x=0.056 m) while in the
centerline of flat plate at (x=0.064 m), the boundary layer thickness increases from the external
edges towered the internal edge in which the thickness decreases with increase in the perforation
ratio, compared with first model (m=0) show that the thickness of boundary layer decreases with
increasing the perforation ratio because of the increase in the temperature gradient at the internal
edges.

Figs. 7 and 8 present the effect of flat plate inclination angle on the thermal boundary layer
thickness for two models of the heated plate (m= 0) and (m= 0.13). As shown in these figures, the
thermal boundary layer decreases as the angle inclination deviates from horizontal towards inclined
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position because increasing the temperatures gradient, Abd 2005. Eventually; the effect of all
models of upward heated flat plate on the dimensionless wall temperature gradients (¢) with y-
direction are collected in Fig. 9 that shows the increasing the dimension of the central perforation
from (m=0 and 0.06) leads to increasing the dimensionless wall temperature gradients, then this
increase goes down when the model (m=0.5) is used because the high area removed from the flat
plat leading to decreasing the wall temperature distribution exposed to the ambient.

The local heat transfer coefficient hy, at horizontal position (0=0°) of two models of heated
plate (m= 0) and (m= 0.13) is shown in Fig. 10 the maximum values are achieved in the external
edge because of the movement of the thermal boundary layer, and the heat separation at this
location of the flat plate. The local heat transfer coefficients decrease gradually from the edge of the
flat plate towards the center and the minimum values are at centerline, where the local heat transfer
coefficients increase as the wall temperatures increases. The effect of using perforation model of
(m=0.13) shown in Fig. 11. There are two regions of the heat separation along the upper surface of
heated flat plate: the first one exists in the external edge (x=0) of the plate because this edge is
adjacent to the infinity medium and the second one at (x=0.056) near the perforation internal edge
because this edge is adjacent to the finite medium. Fig. 12 shows the effect of perforation ratio on
the local Nusselt numbers for all models (m=0, 0.03, 0.06, 0.13, 0.25 and 0.5) with x-direction at
horizontal position (6=0°) the figure shows that the high value of local Nusselt numbers is located
in the external edge of the heated flat plate and at perforation edge, The local Nusselt numbers
increase as the perforation dimension increases and show that the model (m=0.5) shows high value
of Nusselt numbers compared with other models.

Fig. 13 shows the relation between the logarithmic local Nusselt numbers with the algorithm of
the local Raleigh numbers (1.5x10° < Ra, < 6.3x10°) at horizontal position (6=0°), where the
logarithm local Nusselt numbers increase as the perforation ratio increases, because by using the
perforation technique, the extraction of the thermal separation region centric in the central of the
plate. And when the inclination angles increase to (6=30°) as in Fig. 14 the relation between the
logarithm of the local Nusslet numbers and the algorithm of the local Raleigh numbers (1.01x10° <
Ray < 6.4x10°) for the all models, show that the local Nusslet numbers increase as the perforation
dimensions and the angle of inclination increase, and the high local Nusselt numbers of (Nu =0.761
Ra %%") of the model (m=0) and (Nu =0.985 Ra>*"*) of the model (m=0.13) where the perforation
dimensions are (8mmx16mm) at inclination of angle of (30°) and the increasing ratio between
(m=0) and (m=0.13) is (23%) .

A comparison of average Nusselt numbers for the square plate in present study with those of the
previous practical and numerical studies on the horizontal square heated plate for, Abd 2005
illustrated in Fig. 15 which shows the average Nusselt numbers for the present study at angle of
inclination (6 =0°) with no central perforation of model (m=0) increasing by (15 %). in the other
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hand, the results are compared with those of the previous studies which used horizontal heated disk
for Abd, 2005, Mohammed, 2002 and Kadhim, 2003 as shown in Fig. 16 which shows that the
average Nusselt numbers agreement with the value studied by them. And at Raleigh number 1.47
x10° the model (m=0.5) shows that Nusselt numbers in the present study compared with those in
the previous studies give an increase of about (20.3%), (22.6%) and (22.1 %) for the results of
Abd, 2005, Mohammed, 2002 and Kadhim, 2003 respectively. This study show a good agreement
in terms of the Nusselt numbers for the heated upward plate at angle of inclination (¢ =30°) with
central perforation of model (m=0.25) compared with the square plate perforated with the circular
perforation of Abd, 2005 and rings of the, Mohammed. 2002.

6. CONCLUSIONS

A numerical investigation was carried out to study the natural convection heat transfer in the
rectangular upward heated inclined perforated flat plate. In this paper, the influence of perforation
ratio (m), Raleigh number (Ra), the angle of inclination (0) and wall temperatures (T,) were
investigated. The numerical results show that: (1) the thermal boundary layer thickness increases as
the wall temperature increases and as the angle of inclination decreases (2) The maximum values of
local heat transfer coefficients are achieved at the leading edge of the flat plat for all models and at
any angle of inclination. (3) The heat transfer process is enhanced with the perforation dimension
increases. (4) The average Nusslet number for the present paper at angle of inclination (6=0°) with
no central perforated perforation ratio (m=0) increases by (15 %). (5) The Nusselt number values
agree with these values presented by previous studies, with increase by (22 %) at (Ra=1.47 x10°)
and (m=0.5).
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NOMENCLATURES
A area of the heated plate, m?
Nu average Nusselt number, --
p pressure, N/m2
g acceleration due to gravity, m/s’
t dimensional time, s
Gr Grashof number, ---
h average heat transfer coefficient, W/m?.°C
hx local heat transfer coefficient, W/m2.°C

u,v  dimensional velocity components, m/s®
X,y  dimensional coordinates, m

Nux  local Nusselt number, ---

Pr Prandtl number, ---

m perforation ratio, ---
k thermal conductivity, W/m.°C
T predicted temperature
T ambient temperature
Tw plate wall temperature
X
Greek Symbols

thermal conductivity, m?/s

volumetric coefficient of thermal expansion, 1/K
angle of inclination, degree

density, kg/m®

boundary layer thickness, mm

kinematic viscosity, m?/s

absolute viscosity, kg/m.s

dimensionless temperature

dimensionless viscosity

ﬂ'e':<00'o DS ™™ K
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Figure 3. Dimensionless wall temperatures gradient vs. y-direction for the model of heated upward
rectangle flat plate without perforation (m=0) for range values along the x-direction at horizontal
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Figure 4. Dimensionless wall temperature gradients vs. y-direction for the model of heated upward
rectangle flat plate with central perforation of dimension of (16mmx32mm) (m=0.13) for range
values along the x-direction at horizontal position (6=0°).
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Figure 5. Thermal boundary layer thickness vs. x-direction for the model of heated upward
rectangle flat plate without perforation (m=0) for a range of wall temperature.
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Figure 9. Dimensionless wall temperatures gradient vs. y-direction for the all studied models of
heated upward rectangle flat plate.
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Figure 10. Local heat transfer coefficients vs. x-direction for the model of heated upward rectangle
flat plate without perforation (m=0) for a range of wall temperature at horizontal position (6=0°).
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Figure 11. Local heat transfer coefficients vs. x-direction for the model of heated upward rectangle
flat plate with central perforation of dimensions (16mmx32mm) (m=0.13) for a range of wall
temperature at horizontal position (6=0°).
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Figure 12. Comparison the distribution local Nusselt number vs. x-direction for all studied models
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Figure 13. Comparison the distribution the local Nusselt number vs. Raleigh number for all studied
models of heated upward rectangle flat plate for horizontal position at angle of inclination (0°)
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Figure 14. Comparison the distribution the local Nusselt number vs. Raleigh number for all studied
models of heated upward rectangle flat plate for horizontal position at angle of inclination (30°).
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Figure 15. Comparison of the distributions of the logarithm Nusselt number vs. Raleigh number
without perforation (m=0) heated upward rectangle flat plate for horizontal position at angle of
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ABSTRACT

Fluid-structure interaction method is performed to predict the dynamic characteristics of

axial fan system. A fluid-structure interface physical environment method (monolithic method) is
used to couple the fluid flow solver with the structural solver. The integration of the three-
dimensional Navier-Stokes equations is performed in the time Doman, simultaneously to the
integration of the three dimensional structural model. The aerodynamic loads are transfer from the
flow to structure and the coupling step is repeated within each time step, until the flow solution and
the structural solution have converged to yield a coupled solution of the aeroelastic set of equations.
Finite element method is applied to solve numerically the Navier-Stockes equations coupled with
the structural equations The first ten eigenvalue (natural frequency), the first ten eigenvector (mode
shape) and effective stress for each part of a rotor system and complete system assembly are
predicted.

The validity of the predicted dynamic characteristics of duct fan system was confirmed
experimentally by investigating geometrically similar fan system test rig. Good agreement of
dynamic characteristics is observed between experimental and numerical results.

Key words: dynamic, fluid-structure interaction, coupling strategies, fan system, natural frequency
and mode shape.
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1. INTRODUCTION

The implementation of a coupled problem (fluid-structure interaction) can be done by using
two different strategies, which are the monolithic methods and the partitioned method. In a
monolithic method, the discretized fluid-structure system is solved together with the mesh
movement system in a single iteration loop, leading to a very large system of nonlinear equations to
be solved simultaneously. Some advantages of this method are that it ensures stability and
convergence of the whole coupled problem. On the contrary, in simultaneous solution procedures
the time step has to be equal for all subsystems, which may be inefficient if different time scales are
presented for the problem. An important disadvantage is the considerable high computing time
effort required to solve each algebraic system and sometimes the necessity to develop new software
and solution methods for the coupling method. A monolithic approach to fluid-structure interaction
(FST) used in the present work is introduced by Hubner, et al., 2004.

2. TESTRIG

The experimental test rig designed and manufactured according to the requirement of the
present study and its consists of driven motor, static frequency changers, spool shaft, fan, two
journal bearing, hollow shaft, eight probes, inlet bow mouth, mesh screen and duct casing. The
photograph of the test rig assembly and measuring instruments are shown in Fig. 1.

The spooled shaft is made from medium carbon steel (St 60.2), with tensile strength of
(600 — 720) N/mmz, density (7840) Kg/m®, Young modulus (210) GN/m?, modulus of elasticity
(80) GN/m? and length (544.66) mm with step diameters along its length as shown in Fig. 2.

The purpose of using two bearings is to support the load to allow the relative motion being
smoothly between two elements of machine, made from porosity bronze alloy. Small holes (2 mm)
diameter are made into the bush to allow lubricant oil to pass between shafts and bush bearing to
lubricate the contact region and reduce temperature rise. The journal bearing oil film may be
idealized into stiffness and damping coefficients which affect the flexibility of the system and
introduce damping. The viscosity of the lubricant prevents journal bearing from escaping until
pressure is built up in the convergent—divergent film, forcing the lubricant oil to escape and at the
same time supporting the load across the film. The load capacity is dependent on the viscosity of the
lubricant oil type (SAE. 40) was used as recommended by Aljanabi, 2007, in which gave the best
dynamic performance.

Two house bearings (bed stall) made from iron (CK 45) there outer diameter is (112.2 mm)
and inner diameter is (54 mm). House bearing is used to fix the fan system on test rig stand.

The fan used at present test rig has seven blades (aerofoil section of the blades is NACA
5309), each blade span is (114.35) mm, root chord is (86.64) mm, tip chord (46) mm, and maximum
thickness of blade is (6) mm, which is located at 30 % from the leading edge and the leading edge
blade twist angle is (10°). The stagger angles of the fan blades can be changed during the test
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program between (0) to (70°). The fan blades stagger angles are set at (35°) as discovered during the
experimental investigation of Aljanabi, 2007 that give high air speed and uniform flow.

Fine mesh screen fixed behind the fan to smoothing the flow and to minimize the
downstream swirls generated by fan rotation.

Hollow shaft has cylindrical shape made from sheet metal (CK 45) has inner diameter
(112.2) mm and outer diameter (130.6) mm. Hollow shaft is used to cover the house bearings and to
achieve uniform flow of air in the duct test section.

Eight probes were made from (GG18). First four probes are located downstream at a distance
(64.14) mm from the fan and the second four probes are located ahead downstream at a distance
(415.01) mm from fan, each probe width is (39) mm, thickness is (3) mm and length is (137.7) mm.

Figure 3 shows the schematic diagram of the fan system assembly. The system is isolated in
Y-direction from stand frame and ground by four rubber dampers.

AC motor (1.5 KW-50 Hz-3ph) was used to driven the fan system. The motor rotational
speed was controlled by using static frequency changer type Hyundai N100.

3. MEASURING INSTRUMENTS

The measuring instruments are flow and dynamic instruments, flow instruments are
(Pitot-static tube and micro-manometer), which they used to measure the air flow velocities with
respect to the fan rotational speeds. The air velocity obtained for each rotational speed is used as
initial input data to the CFD code. Dynamic instruments (accelerometers, vibration transmitters,
multiplexer) are also used to measure system dynamic characteristics. Two profile piezoelectric
accelerometers (professional vibration sensor), model VB1A4 made by Lutron are used to measure
the acceleration and velocity in axial (X) and radial (Y) directions. Two vibration transmitters model
TR-VBT1A4 made by Lotrun are used as sensors controller which supply electricity current to
excite the sensors in the same time work as an integral circuit that convert the output analog signal
(4-20) mv to digital signal. A multiplexor is used to allow the digital signals of two sensors to be
record in the same time as sixty reading per second each one. The digital signal then supplied to
personal computer. A visual studio program is prepared to represent the output data and to make the
analysis required. Data acquisition system was used with a widows-base PC and communication
between electrical accelerometers sensor, hardware (card interface), and PC was controlled via
software written in Visual studio. The interface precedes raw data transmitted from sensor. Then
raw data are digitalized and passed through amplifier to magnify signal before the receiver
calculated the time average of the measuring data.

SBS Portable Balancer (SB-1700) is used to permit quick measurements of balance level for
various fan system rotational frequency. Laser tachometer (included with the SBS Portable Balance)
is used to calibrate the speed indicator of the frequency changer and to check the preciosity of the
piezoelectric accelerometers reading.

4. VIBRATION ANALYSIS USING FINITE ELEMENT SIMULATIONS

In the present study the general guideline of the finite element analysis follows the steps
described by Mehdizadeh, et al. 2008. When finite element method (FEM) applied the solution of
eigenvalue, the algebraic eigenvalue problem is exist. Symmetric matrices of order (n) are used as
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given by Nakasone, et al. 2006 to fix up the problem. Finite element method also applied to fix the
eigenvector problem. Structural systems are very often subjected to transient excitation. A transient
excitation is a highly dynamic, time-dependent force exerted on the solid or structure, Entwistle,
2001. Time stepping used in finite difference methods are employed in solving transient problems.

Finite element method was tested and extensively developed for structural and solid mechanics
problems; it was not admitted as a powerful tool for the solution of fluid mechanics problems until
recently reported by Nakasone, et al. 2006. The basic concepts associated with the application of
the FEM to solve problems in fluid mechanics are summarized in the idealized block diagram given
by Lie, and Quek, 2003. The flow assumed to be three dimensional, steady, incompressible and
Newtonian when passing the hollow shaft. The boundary conditions for the problem are specified in
terms of pressure and velocity.

5. FLUID-STRUCTURE INTERFACE

Fluid—structure coupled computation is performed by solving the Navier-Stokes equation
coupled with the structural equation. The coupled fluid-structure equation is obtained as given by
Vad, et al., 2001, as follows in Eq. (1) and Eq. (2):

FEM for Structure [k1{6} + [M1{6} — [A1*{P} = {F} (1)

FEM for Fluid [&:](P} + [41{6} =0 )

For free vibration, the coupled fluid-structure equation is given in Eq. (3):
Mg 01(8) , [Ks —ﬂ*]a* _
[,q u]{jﬁ}+ [D K, {p} =0 3)

6. NUMERICAL SIMULATION

Soft ware package ANSYS is used to run the finite element method and to make the analysis
required. The main complete flow chart for the numerical simulation as given by Mohammed, 2007
is introduced to do the reprocess step (read geometry and material data, boundary conditions and
initial conditions of the problem), to do the processor step (generate finite element mesh, calculate
element matrices, assemble element equation and solve the equation) and to do the postprocessors
step (compute the solution and it’s derivative at desired paints of the domain and print/plot the
result). In the case study analysis for axial fan system all solution is linear except the contact region
between shaft and fan.

Air flow load which applied on hollow shaft are non-linear solution. It is essentially the
preprocessing is the same for both linear and non-linear analysis, although non-linear analysis might
include special elements and non-linear material properties. ANSYS will automatically generate all
the nodes and the elements, by specifying:
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1- Element attributes include element types, real constants, and material properties.
2- Element size controls the fineness of the mesh.

The next step of finite element analysis involves applying appropriate boundary conditions and
the proper loading. The ways used to apply boundary conditions is the same as they used by
Antunes, et al., 2005.

In this step, the analysis type is defined (static load, transient applies loads, specifying load
steps and initiates the finite element solution).

A non-linear analysis will differ from a linear solution in that it often requires load increments
and always requires equilibrium iteration. In present study a non-linear static analysis is applied,
with convergence criteria, incremental load and specified load step. The main goal of the finite
element analysis here is to examine how a structure or component responds to certain loading
conditions. The solution of non-linear problems by finite element method is usually attempted by
basic techniques given by Hassan, 2007.

7. COUPLED-PHYSICS ANALYSIS

When the fluid flowing over a hollow shaft provides pressure loads that can be used in the
structural analysis. The pressure loading is a result in a deflection of the hollow shaft. This
deflection, in principle, changes the geometry of the flow field around the hollow shaft, but in
practice, the change is very small enough and may be regarded to be negligible. Thus, there is no
need to iteration. In this problem, fluid element is used for the flow solution and structural elements
for the stress and deflection calculations.

ANSYS program performs load transfer coupled the physics analysis by using the concept of a
physics environment. The term physics environment applies to both files created which contains all
operating parameters and characteristics for a particular physics analysis and to the file’s contents.
The data used in the present physics environment method are a single data base and multiplies
physics environments as represented by Daneshmand, 2000, in which he build a model
encompassing all physics requirement. He assign attribute to the model and create physics
environment to be used in the analysis. The method starts with (step one) solving the first physics
environment, then step two is done with solving next physics environment. The next step is done by
solving the current physics environment with the couple-field loads. At last more physics
environment are solved, or feedback coupling to physics environment of step two. This feedback
close loop is repeated many times until the solution is obtained.

8. MODEL GENERATIONS

The model generations procedure is presented for dynamic modeling of axial fan (rotor-
bearing system) by using solid modeling approach method represent by ANSYS drawing key point.
Bearing is representing in ANSYS-11 software by using direct generation method, it represent by
element COMBIN14 (Combination of spring and damper). The stiffness value of the journal
bearings is taken as calculated by Aljanabi, 2007.

Air flow is expressed by using solid modeling approach method and meshed by using
FLUID142 elements. Element type for each system part is listed in Table 1.
9. STRUCTURE MODAL ANALYSIS

The results reported here are the first ten of the structural natural frequency (eigenvalue) and

mode shapes (eigenmodes) based upon the behavior of each part of the system (shaft, fan and
hollow shaft).
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Fig. 4 shows the numerical results of the ten first mode shape of the shaft. The modes titled
numbers 1 and 2 show the harmonic motion of the shaft in radial (Y)-direction. These two modes
indicated that the oscillatory motion is a function of sine and cosine waves. While mode number 4
shows the shaft oscillatory motion in Z-direction. Modes number 5 and 9 show the transverse
vibration in which the shaft is extended and bended, this type of vibration motion indicated that the
shaft effected by bending stresses. Modes number 3, 7 and 8 show the torsion vibration in which the
shaft is under the influence of the torsion stress. While mode number 6 shows that the shaft is under
the torsion vibration and simple harmonic motion (i.e. the shaft is rotate with oscillatory motion in
Z-direction). Mode number 10 shows the torsion-transverse vibration due to shaft rotation and the
vibration motion appeared to be perpendicular to the shaft axis.

Fig. 5 shows the modal analysis used to determine natural frequency of the fan. Modes
number 1, 2, 3, 4, 5, 6 and 7 show that the blades are under the influence of bending, while mode
number 8 shows that the fan is under the influence of the torsion and bending together. Mode
numbers 9 and 10 showed that the blades are under the influence of twist. As seen in these modes
the variation of degrees of freedom is exited in each vibration mode. This may is due to the results
of a direct coupling consequence between the degree of freedom in which this explanation is also
given by Ranwala, 2009. Since blades have to rotate, it must have a lightweight structure as in the
present fan, which resulting in their reduced stiffness when compared with other part of a rotor
system. Hence blades are quite flexible and can easily bend and twist under the influence of air
loads. Although the static air loads on the blades being to twist and bend in a periodic manner, under
certain conditions the dynamic air loads may being feeding the elastic motion of the blades, causing
its amplitude to grow, which in turn causes increased air loads that eventually exceed the fan
strength. Such a catastrophic dynamic coupling between the elastic motion and aerodynamic loading
is called flutter. This statement is also in some way has been reported by Dettmor, 2004.

Fig.6 shows the first ten mode shape of the hollow shaft. Mode numbers 3, 4, 6 and 7 show
that the hollow shaft is vibrated longitudinally in which it is extended and constricted in axial
direction. This type of vibration leads to tensile and compressive stresses. Mode numbers 1, 2, 8 and
9 show that the hollow shaft vibrated in transverse direction in which it is extended and bended.
This type of vibration is leads to bending stresses. Mode numbers 5 and 10 show torsion vibration in
which the hollow shaft is under the influence of the torsion stress.

It can be noticed that the natural frequency for each part of a rotor system was increased with
increase of mode number starting from mode number 1 up to mode number 10. The average of the
percentage rate of natural frequency is increased for shaft by 44.5%, for fan by 27.32% and for
hollow shaft by 12.455%. The highest values of the natural frequency is recorded at shaft and
decreased gradually for hollow shaft and fan respectively.

10. FLUID ANALYSIS

The load on the rotor system depends directly on the flow velocity and pressure, when the
pressure increase so does the load. The pressure actually fluctuated on the rotor system as the flow
passes from fan to the hollow shaft. Five cases of fluid are investigated in this study with respect to
the shaft speed.

Fig. 7 shows the summations of velocity distributions for various rotational speeds at the
duct exist. The velocity is increased with the increase of rotational speed. At low rotational speed
500 rpm, the velocity distribution is clearly seems to be fully developed. Some deviation is observed
from the fully developed flow at the center of blade when the rotational speed increased, this
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deviations may be exists because the blade twist angle is insufficient enough to produce linear blade
loading.

The regions close to the hollow shaft is called (fluid-structure regions) according to
remarkable notes given by Alzafrany, 2006. Fig. 8 shows the pressure distribution along the hollow
shaft axis passing through the probe region at difference rotational speed. The pressure exerted on
the hollow shaft is reduced gradually in the region just behind the fan. When the air flow passed
through the first set of probes, pressure is increased to maximum value at the probes stagnation point
and then drops when the flow passes the probes surfaces. Between two set of probes, the pressure
distributions became constant. At the second set of probes the pressure increased again to high value
because the flow is stagnated at the probes leading edges and then drops when the flow passes on
probes surfaces.

According to above discussion one may be decide in the experimental investigation to fix the
accelerometer sensors at the mid way along hollow shaft axis in the region when the pressure
distribution seems to be approximately constant.

11. STATIC ANALYSIS OF FLUID-STRUCTURE INTERACTION

Figures 9, 10, 11, 12 and 13 show that the fan has maximum stress and higher than the other
system parts due to the effect of the generation of the centrifugal stresses, in which these stresses are
increased with increase of rotational speed.

The stresses generated along the shaft is maximum at region of sudden change of the cross
sectional area (i.e. shaft diameters variations), because all stresses are concentrated at this region,
while the minimum stress is recorded at the bearing contact region since the bearing support and
carried the shaft.

Fan stress records maximum value at blade roots in which the centrifugal force tend to
extirpate the blade from root. While the hollow shaft is influenced by the buildup of pressure of
flowing air, and this leads to tensile forces which resist the bursting forces developed across
longitudinal and transverse directions.

12. TRANSIENT ANALYSIS

Non-synchronous vibration amplitude is analyzed theoretically and experimentally at various
rotational speeds. Figs. 14, 15, 16, 17 and 18 show the amplitude for a rotor system in axial (X) and
radial (Y)-directions. It can be seen that the amplitude in the X-direction is higher than that for Y-
direction. This may be due to existent of four dampers in Y-direction used to isolate the system from
stand and ground interference. The amplitudes in axial (X) and radial () directions are decreases
when the rotational speed is increased. The average of amplitude rate is decreased by 47.949 % in
axial-direction and by 47.3 % in radial-direction. The percentage errors between the experimental
and the theoretical results of the amplitude components in axial (X) and radial (YY) directions are
presented in Tables 2 and 3. In spite of that good agreement is observed between experimental and
numerical amplitude results in axial (X) and radial (Y) directions as shown in Figs. 19 and 20
respectively.

13. CONCLUSIONS

According to the adopted data and the obtained results, the present work has reached the
following conclusions. The coupling strategies problem (fluid-structure interaction) of duct fan
system can be overcome (treated and analyzed) numerically by using finite element method
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(monolithic method). Experimental investigation of duct fan system satisfied the numerical
approach of the coupling problem (fluid-structure interaction). The mode shape depended upon the
degree of freedom. The natural frequency for every part of the system and system assembly were
increased with increase of mode shape number starting from mode 1 up to 10. Aerodynamic force
exerted on the hollow shaft due to air flow is reduced gradually downstream the fan disk of system.
The amplitude in axial (X) direction is higher than the amplitude in radial () direction, since the
system is isolated in Y-direction from stand frame. The amplitude value decreases when the
rotational speed increased.
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15. NOTATION

A = fluid-structure interaction matrix.

F = nodal point load vector acting on the structure.

F.E.M = finite element method.

FSI = fluid-structure interaction.

K¢ = stiffness matrix of pressure.

K = stiffness matrix of the structure.

M; = mass matrix of the structure.

NACA = the national advisory committee for aeronautics.
P = unknown nodal pressure vector of the fluid.

P = double derivative of nodal pressure after incorporating boundary condition.
X = axial direction.

Y = radial direction.

Z = axis perpendicular to X, Y plane.

& = unknown nodal displacement vector of the structure.

0 = normal acceleration vector.
® = diameter, mm.

158



Number 9

Volume 21 September 2015

Journal of Engineering

Table 1. Define labeled numbers are as given in Fig. 3 and element type.

No. Discription Element Type

1 | Shaft SOLID72

2 | Hollow Shaft SOLID72

3 | Bush Bearing COMBIN14

4 | House Bearing | COMBIN14

5 | Teflon COMBIN14

6 | Fan SOLID72

7 | Probe FLUID142

8 | Fluid FLUID142

9 | Fluid-Strucre FLUID142- SOLID45
10 | Circuler Duct FLUID142

Table 2. Amplitude values and errors in X-direction.

Experimental Work in

Theoretical Work in

N (rpm) X-direction (m) X-direction (m) Yo error
500 2.5532E-4 2.43603E-4 -4.809
1000 6.38323E-5 6.56559E-5 2.7775
1500 3.64756E-5 4.00810E-5 8.995
2000 2.7356E-5 3.2198E-5 15.038
2500 2.626245E-5 2.8358E-5 7.3896
Table 3. Amplitude values and errors in Y-direction.
N (rpm) Experir_nentfil Work in Theorgtica! Work in % error
Y-direction (m) Y-direction (m)
500 2.1885E-4 2.118124E-4 - 3.22814
1000 6.38323E-5 6.40657E-5 0.363
1500 3.6475E-5 3.87487E-5 5.8678
2000 2.62168E-5 3.14019E-5 16.515
2500 2.58962E-5 2.9746E-5 12.9422
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Figure 1. Photograph of the fan system and measuring instruments.

Figure 2. Photograph of the spooled shaft (all dimension in (mm)).

Figure 3. Schematic diagram of the fan system assembly, key of
labeled numbers are as given in Table 1.
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Figure 4. Natural frequency and mode shape for the spooled shaft.
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Figure 7. Summation velocity distribution at the outlet of a rotor system at various rotational speeds.
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Figure 9. Static stress analysis of system parts and system at rotational speed (500) rpm.
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Figure 10. Static stress analysis of system parts and system at rotational speed (1000) rpm.
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Figure 11. Static stress analysis of system parts and system at rotational speed (1500) rpm.
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Figure 13. Static stress analysis of system parts and system at rotational speed (2500) rpm.
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Figure 14. Non-synchronous vibration amplitude for a rotor system in X and Y-directions at (500) rpm.
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Figure 16. Non-synchronous vibration amplitude for a rotor system in X and Y -directions at (1500) rpm.
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Figure 17. Non-synchronous vibration amplitude for a rotor system in X and Y-directions at (2000) rpm.
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Figure 18. Non-synchronous vibration amplitude for a rotor system in X and Y-directions at (2500) rpm.
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ABSTRACT

Phase change materials are known to be good in use in latent heat thermal energy storage

(LHTES) systems, but one of their drawbacks is the slow melting and solidification processes.
So that, in this work, enhancing heat transfer of phase change material is studied experimentally
for in charging and discharging processes by the addition of high thermal conductive material
such as copper in the form of brushes, which were added in both PCM and air sides. The
additions of brushes have been carried out with different void fractions (97%, 94% and 90%) and
the effect of four different air velocities was tested. The results indicate that the minimum brush
void fraction gave the maximum heat transfer in PCM and reduced the time for melting for
(e=90%) up to 4.49 times as compare with the case of no brush. It can be seen that the addition
of brushes in air side helped to reduce the solidification time and increase the convection heat
transfer coefficient as the brush void fraction decreased. Also the minimum velocity (v = 1 m/s)
gave maximum outlet temperature.

Keywords: Thermal storage, Phase change materials, Latent heat thermal energy storage and
heat transfer enhancement.
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1. INTRODUCTION

Solar energy is one of the most important types of renewable energy because it is one of
the cleanest energy and has no impurities into the environment, also it is infinite. Thermal energy
storage systems (TESS) are one type of renewable energy systems in which they were developed
to use the solar energy in night or in case of dust or clouds. TESS is of critical importance in
many engineering applications. The demand for CO, reduction to curb global warming
considerably increases the interest in utilizing renewable energy sources, especially solar energy
Zhao, et al., 2010. TESS is one of the most important applications of phase change materials
(PCMs). They can be applied conveniently in many fields such as peak shift of electrical
demands, solar energy utilization, waste heat recovery, intelligent air-conditioned buildings, and
temperature controlled greenhouses, electrical appliances with thermostatic regulators, energy
storage kitchen utensils, insulation clothing and season storage Molefi, 2008. They can be
classified into three main categories according to different storage mechanisms: sensible heat
storage, latent heat storage and chemical heat storage. To date most of the studies conducted on
storage materials have concentrated on sensible and latent heat storage systems. Studies
conducted to compare phase change and sensible heat storages have shown that a significant
reduction in storage volume can be achieved using PCM compared to sensible heat storage Tian,
2012.

There are mainly three types of PCMs existing in the solid-liquid category: organic-PCM,
inorganic-PCM and eutectic-PCM. In order to be utilized for real applications, PCMs need to
meet the thermal, physical, kinetic, chemical and economical requirements Sunliang, 2010.
Materials to be used for phase change thermal energy storage must have high latent heat of
fusion and high thermal conductivity. They should also have a melting temperature lying in a
practical range of operation, melt uniformly, chemically inert, low cost, non toxic and non
corrosive. As paraffin wax possesses most of these properties it attracts considerable attention as
a PCM. However, paraffin waxes have inherently low thermal conductivity and so it takes
considerable time to melt and solidify, which reduces the overall power of the thermal storage
device and thereby restrict their application Vadwala, 2011.

Most PCMs have low thermal conductivity, which led to slow melting and solidification.
Different studies have been done to enhance heat transfer in PCMs which include, for example,
the addition of water bubbles Velraj, et al., 1999, carbon fiber brushes Fukali, et al., 2002,
longitudinal fins Castell, et al. , 2006, metallic powder Bellah, and Ghazy, 2007, graphite Zhang,
et al., 2011, metal foam Vadwala, 2011, nanofibers Sanusi, et al., 2011and metallic particles
Hasan, 2013.

Velraj, et al., 1999, investigated three methods of enhancing the heat transfer rate of
paraffin wax encapsulated in a cylindrical aluminum tube using internal longitudinal aluminum
fins, steel Lessing rings and water bubbles. It found that the best enhancement method was by
using of Lessing rings (20% by volume) in which they decrease the freezing time by a factor of
9, and increase thermal conductivity about 10 times than pure paraffin. Also the finned tube with
a volume fraction of 7% decrease the solidification time to about 4 times of that of no fins.
Fukai, et al., 2002, improved the heat transfer rate during the charge and discharge processes by
making use carbon fiber brushes combined with n-octadecane. Carbon fiber improves the
thermal conductivities of phase-change materials packed around heat transfer tubes. The thermal
conductivity increased as the volume fraction and diameter of fibers increased. It was found that
the use of brushes improved the charging and discharging rate to about 20% and 30%,
respectively, higher than that using no fibers. Castell, et al., 2006, study the effect of using
longitudinal vertical fins inside a cylindrical water tank which contain cylindrical PCM modules.
The experiments were done with three different cases, without fins, with fins of 20mm height
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and with fins of 40 mm height. It was found that the use of these fins should increase the heat
transfer coefficient up to 3 times larger than the ones without fins. Also, they reduced the time
which was required for solidification of PCM to about 23.53% and 58.82% for the cases of 20
mm and 40 mm height respectively. Bellah, and Ghazy, 2007, made use of 80 um aluminum
powder with PCM in a solar collector. It was found that the addition of 0.5 mass fraction of
powder decrease the charging time up to 60% as compare with the case of pure paraffin. Zhang,
et al., 2011, tried to improve the thermal conductivity of paraffin by using expanded graphite
with 7% mass fraction. The results show that the graphite/paraffin composite PCM made 44%
reduction in heat storage duration and 69% reduction in the retrieval duration, respectively, as
compared with the pure paraffin. Vadwala, 2011, placed copper foam (85% porosity) in a
rectangular TESS for both PCM (paraffin wax) and air sides. The results show that the thermal
conductivity of PCM was increased to about 18 times that of pure paraffin. The time required to
melt the same quantity of wax was reduced to 36% of that without foam. Also it was found that
the addition of metal foam in the air side decreases solidification time. Sanusi, et al., 2011, study
experimentally the effect of graphite nanofibers on thermal storage and the solidification time
with different aspect ratios. It was found that the addition of these fibers reduce the maximum
temperature in the thermal containment unit up to 48%. Also the results showed a reduction in
the solidification time up to 61% for the case of 1 aspect ratio. Hasan, 2013, made a Comparison
between Different Composite PCMs encapsulated for TESS. The thermal conductivity of
paraffin had been enhanced by using four different additives which were graphite powder,
copper particles, aluminum oxide particles and copper network. The mass ratios of the additives
were 3%, 6% and 9%. It was found that copper network with 6% mass ratio gave best
enhancement which reduce the time for charging and discharging by 26.4% and 30.3%
respectively as compared with pure paraffin. Also thermal conductivity of PCM enhanced
by2.57 times than pure paraffin.

The objective of this work is to study experimentally the enhancement of charging and
discharging processes by using copper brushes embedded in both PCM and air sides with
different void fractions. The effect of air velocity was also observed.

2. EXPERIMENTAL TEST
2.1 Experimental Setup

A small scale thermal energy storage device is fabricated, both with and without copper
brush. A paraffin wax grade B (melting temperature equal to 63.7°C, k= 0.214 W/m.’C) was
employed as heat storage media. The experimental setup is shown schematically in Fig. 1. It
consists of entry section, test section, exit section and transition section. The length of each
section is about 1070 mm, 300 mm, 390 mm and 380 mm, respectively. A transition section
connects between the entry section and a fan with specification of (0.27 A, 61 W, 3100 rpm).
The dimension of the test section was 300 mm x 90 mm x 86 mm (L x W x H). The height of
the air side and PCM side were 42 mm and 32 mm, respectively. A Perspex sheet with 9 mm
thickness was used to form the test section. A copper plate (2.5 mm thick) is used to separate
each side & was placed in two slots (3 mm thick) opposing each other. Other opposing slots of
the same thickness of the former ones were in the upper part of the PCM side and another copper
plate was placed inside it. In the upper side of this plate, a tape heater (150 W, 260 V) with
dimensions of 280 mmx 65 mm, was fixed over it. To ensure good contact between the heater
and the copper plate, a heat-conductive paste was used. For each copper plate, a thermocouple
type K had been fixed in the middle of them. Other five thermocouples type K were distributed
approximately in the center of PCM side with 10 mm distance between adjacent thermocouple.
The top thermocouple should be connected to the process controller which works to control the
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heater to give a constant temperature of 100°c for the upper plate, so that it should be an input to
it.

Six thermocouples type K had been distributed in the air passage, one in the entrance, one
in the exit and the others are distributed along the centre plane of the air side with equal spaces
between them (70 mm spaces). A data logger device (model: BTM-4208SD, Lutron electronic
enterprise company) is used to record the data. Fiberglass insulation (12.7 mm thick) with an
aluminized outer surface had been used to insulate the test section. The air velocity of 1, 2, 2.5
and 3 m/s is produced by a fan which was controlled by a fan controller by changing the voltages
entering to it. These velocities had been measured by a hot wire anemometer (model: YK-
2005AH, Lutron electronic enterprise company) fixed in the entrance of the test section.

Two copper brushes had been placed in PCM side which had a diameter equal to the height
of the PCM container. So that, each wall was in contact with brushes copper wires. Other two
brushes were placed in the air side, and also they had a diameter equal to the air side height. The
length of all brushes is equal to the test section length. In each side the tests should be done with
three different void fraction 97%, 94% and 90%. The void fraction of each brush had been
calculated using standard test method (ASTM C 127). The brushes are weighted with gram unit
in air and then in water to get there densities in air and water and then calculate void fraction (€)
using Eq. (3). The following equations are using for that purpose:

_ Mg
Pa— v,

- Mg
Pw = mg—my,
€= Pw— Pa

Pw
Where;

m, = mass of weighted material in air, (g).
m,, = mass of weighted material in water, (g).
V}, = bulk volume of used material, (cm?®).

pb = bulk material density, (g/cm?®).

pw = density of material in water, (g/cm®).

¢ = void fraction, (%).

Because of the high thermal conductivity of the copper wires (k= 385 W/m.’C), the PCM
brushes work to enhance thermal conductivity and reduce the time for paraffin wax melting.
Also the addition of brushes in air side work to decrease the time of solidification.

2.2 Experimental Procedure

Several experimental tests were done with different cases. First of all, the molten paraffin
wax was poured into the test rig. After its solidification, a gap of air would be appear in the
upper part of the test section because of the decrease in volume of PCM due to differences in
solid and liquid densities. After the fixation of the whole TESS, the melting and solidification
tests (without brush) should be done for different velocities. A process controller was setup to
control the heater to provide constant temperature (100 C) to the top copper plate. The melting
time starts from the time the heater turned on, till the lower copper plate reaches a temperature of
63.7¢c. after the heater turned off, the fan turned on and the solidification process starts. The fan
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was controlled via a fan controller to get the required velocities. This process ended until the
whole wax reached its starts temperature. So that, as the charging time is over, the discharging
time begins.

The previous processes should be repeated but with the addition of copper brushes in both
air and wax sides. Also, the tests should be done with different void fractions (97%, 94% and
90%) to show the effect of the void fraction in charging and discharging processes. Fig.2 shows
these brushes and their position.

3. EXPERIMENTAL DATA REDUCTION
3.1 PCM Side
3.1.1 Latent heat storage
The heat storage in PCM side is in the form of latent heat. The storage capacity can be
found from:

Q: f;;m m-CpS-dT+m-am,Ahm+f,:2 me|Dt
Where;

Tm = melting temperature of the storage material, "C.

T1 = initial temperature of the storage material, °C.

T, = final temperature of the storage material, "C.

m = mass, kg.

Cpi = average specific heat between T, and T,,  J/kg.°C.
Cps = average specific heat between T, and Tr, J/kg.”C.

am = the fraction melted.

A hny = heat of fusion, J/kg.

It can be seen that the second term represents the period in which phase change occurs
during it, which means that it is the period for transformation from solid to liquid and vice versa.
Conduction heat transfer: The heat transfer inside the PCM occurs due to conduction between its
particles. The conduction occurs from the upper surface of PCM to the lower surface of PCM.
The following equation represents Fourier's law for heat conduction:

Q=kAAT/Ax @
Where;

Q = power extracted, W.

A = area, m.

AT = temperature difference between the upper and lower point of PCM, °C.
Ax = distance between the upper and the lower point of PCM, m.
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3.2 Air Side

The following procedure was used to calculate mass flow rate, Nusselt number, Reynold
number, convection heat transfer coefficient and power extracted. The experimental data
includes the measured velocities and thermocouples readings. The air thermo physical properties
were taken at bulk mean air temperature;

Tb — Ti+To (3)

2

Where;

T, = bulk temperature of air, °C.
T; = inlet air temperature, "C.
T, = outlet air temperature, “C.

3.2.1 Mass flow rate
Mass flow rate can be calculated using the following relation;

m=pvA; (4)
Where;

v = velocity, m/s.
A. =crosses sectional area, m?.

3.2.2 Rate of heat transfer
Value of heat transfer between the hot surface and the moving air can be calculated
experimentally from;

Q=mCp (To-Ti) ()

3.2.3 Convection heat transfer coefficient measurement
Convection occurs between the hot copper plate and the air flow beneath it. It was
considered to be constant along the duct length. So that it is given by;

h=—2%— (6)

- As(Ts—Tp)
Where;

Ts = surface temperature, "C.
A = surface area, m?.

3.2.4 Reynolds number
It is calculated from;

_ pvDy
Re = Y @)

Where;
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Re = Reynolds number.
1 = dynamic viscosity, kg/m.s.

In which Dy is the hydraulic diameter and can be calculated from;

_ 2WH
Du= 4(W+H) (8)

Where;

W = width, mm.
H = height, mm.

3.2.5 Nusselt number
It can be calculated using the following equation;

Nu =21 9)
4. RESULTS AND DISCUSSION

This work investigates the effect of copper brush on the melting and solidification time of
an organic PCM (paraffin wax grade B). Fig. 3 shows the lower copper plate temperature
variation with time for four cases, without brush, with brush (€e=97%), with brush (e=94%) and
with brush (e290%). The time for melting was decreased up to 2.67, 3.71, 4.49 times,
respectively, as compare with the pure paraffin case, which means that the heat transfer was
enhanced.

Fig. 4 shows the behavior of middle point temperature of PCM in melting and
solidification process. It can be seen that the melting and solidification time was decrease in the
addition of metal brush as compared with pure paraffin, where the lower void fraction, the lower
time for melting and solidification. The copper brushes reduced the solidification time of paraffin
up to 1.47, 1.55 and 1.64 when they add in both sides with 3%, 6% and 10% volume percent,
respectively, as compared with pure paraffin case.

It can be seen from Fig. 5 the temperature distribution of five points distributed along PCM
in case of brushes with 90% void fraction during melting process. The middle point was melted
faster than other points because it was the furthest point from the walls. Also the lower point
takes longer time to melt due to its distance to the upper copper plate.

Fig. 6 presents that the lower void fraction of brush in air side gave the maximum outlet
temperature. This was due to the increase in contact between the upper copper plate and the
brush wires which cause an increase in heat transfer from copper plate and brush to the air flow
over them. So that, the decrease in void fraction cause an increase in turbulent which helps to
increase the heat exchange between them. The amount of increase in outlet temperature for (e=
97%, 94% and 90%) as compared with the case of no brush were 8.75, 10.32 and 11.99 °C,
respectively with 2.5 m/s air velocity, in which these values are taken as hourly temperature.

The outlet air temperature vs. time was shown in Fig. 7 during solidification process with
four different velocities in case of brushes (e=90%) in both wax and air side. As compared with
the case of no brushes in both sides, it can be seen that the maximum temperature difference
reach up to (21.85°C) occurred in case of minimum void fraction (90%) and minimum velocity
(v=1 m/s). That is because at low velocity (v=1 m/s) air will has enough time to acquire heat and
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make heat exchange with the lower copper plate. While at maximum velocity (v=3 m/s) air will
be pass beneath the lower plat quickly.

Also, the higher the velocity, the minimum the outlet temperature and the maximum the
temperature gradient. The results show that the decrease in void fraction of brushes in air side
cause an increase in Nusselt numbers due to a significant increase in outlet air temperature which
resulted in higher Nusselt number for the three void fractions (97%, 94%90%). This increase, as
shown in Fig. 8, was up to 2.83, 3.69 and 4.23 times, respectively, as compared with the case of
no brush. Fig. 9, 10, shows the relation between velocities with power extracted and convection
heat transfer coefficient with different brushes void fractions. As in Nusselt numbers, for lower
void fraction, higher power and convection heat transfer coefficient are obtained. The amounts of
increase in power for (€=97%, 94%, 90%) were 2.24, 2.49 and 2.83 times, respectively, and 2.9,
3.79 and 4.34 times, respectively, for h as compared with the case of no brush. The results in
Figs. 8, 9 and 10 were taken as an average values for hourly temperature.

5. CONCLUSION

In this work, the thermal conductivity of wax and heat transfer coefficient of flowing air
was enhanced by using copper brushes. The enhancement process done to reduce the time for
melting and solidification by the addition of brushes in wax and air sides, the following
conclusions can be extracted:

The addition of brushes in PCM side reduce the time for melting for (e=90%) by 4.46
times as compare with the case of no brushes. It can be seen that, for lower void fraction,
minimum melting time is obtained. The addition of brushes in air side worked to enhance the
discharging process, and also reduce the time required for solidification. Lowest void fraction in
air side decreases the solidification time and increases the outlet air temperature. The maximum
temperature difference reached up to 21.85°C which occurred in case of minimum void fraction
and minimum velocity. The obtained results show that minimum velocity gave maximum outlet
temperature. But maximum velocities increased the heat transfer rate especially in the initial
period which resulted in minimum time required for freezing. Also, at minimum void fraction
and maximum velocity, higher Nu, h and Q for air can be observed. This is because of increase
in turbulence which causes an increment in heat transfer rate.
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NOMENCLATURE
an = the fraction melted.
A. =crosses sectional area, m?.

S:

surface area, m°.

Cp = specific heat of air, J/kg. C.

Cpi = average specific heat between T, and T, Jkg.”C.
Cps = average specific heat between T, and Ty, J/kg. C.

Dy = hydraulic diameter, m.

h = convection heat transfer coefficient, W/m?.°C.

A hy = heat of fusion, J/kg.

H=

height, mm.

K = thermal conductivity, W/m."C.
L = length, mm.

m=

mass, kg.

m, = mass of weighted material in air, (Q).
m,, = mass of weighted material in water, (g).
Nu = Nusselt number, dimensionless.

Q:

power extracted, W.

Re = Reynolds number.
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t = time, minute.

T = temperature, °C.

AT = temperature difference between the upper and lower point of PCM, °C .
T, = bulk temperature of air, °C.

TC = thermocouple.

T; = inlet air temperature, °C.

Tm = melting temperature of the storage material, °C.
Tmig = middle temperature of the storage material, “C.
T, = outlet air temperature, °C.

Ts = surface temperature, °C.

Ty = initial temperature of the storage material, °C.

T, = final temperature of the storage material, °C.

v = velocity, m/s.

V}, = bulk volume of used material, (cm®).

W = width, mm.

Ax = distance between the upper and the lower point of PCM, m.
Greek symbols.

¢ = void fraction, %.

w1 = dynamic viscosity, kg/m.s.

p = density, kg/m®.

b = bulk material density, (g/cm®).

pw = density of material in water, (g/cm®).

10
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of Doping Elements for Incoloy 800H Coated by Aluminizing-Chromizing
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ABSTRACT

In this work , an effective procedure of Box-Behnken based-ANN (Artificial Neural Network) and GA
(Genetic Algorithm) has been utilized for finding the optimum conditions of wt.% of doping elements
(Ce,Y, and Ge) doped-aluminizing-chromizing of Incoloy 800H . ANN and Box-Behnken design method
have been implanted for minimizing hot corrosion rate k; (10*g%cm™.s™) in Incoloy 800H at 900°C .
ANN was used for estimating the predicted values of hot corrosion rate k; (10*g%.cm™.s™) . The optimal
wt.% of doping elements combination to obtain minimum hot corrosion rate was calculated using genetic
algorithm approach . The predicted optimal values for minimizing hot corrosion rate for Incoloy 800H
coated by (Ce-Y-Ge) doped-aluminizing-chromizing are (3wt.%Ce, 3wt.%Y, and 3wt.%Ge) , the hot
corrosion rate k, (10*°g”.cm™.s™) value at these conditions was found to be 71.701 . The results have been
verified by confirmation experiment , results obtained by GA method match closely with experimental
values (R“=98.30) . EDS and XRD results show that the formation of protective layers Al,O3 and Cr,05
during hot corrosion tests.

Keywords: Box-behnken design, GA, ANN, Hot Corrosion , Pack cementation .
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1.INTRODUCTION

High-temperature oxidation, hot corrosion and erosion are the main failure modes of components
in the hot sections of gas turbines, boilers, etc. Incoloy 800H have been developed for high
temperature applications . This material finds application in the gas turbine industry, constituting
over fifty percent of the gas turbin  weight due to their good mechanical properties at high
temperatures . In general, hot corrosion increases due to the transport in liquid phase of complex
mixtures of molten sodium sulfate which cause catastrophic hot corrosion .,Lin-Chang Tsail,et.
al., 2015, Fahamsyah H.,et al, 2015, Subhash Kamal, et. al.,2015 . Hot corrosion refers to an
accelerated corrosion, resulting from the presence of salt such as (Na,SO,), NaCl ,V,0s ...ect
that combine to form molten deposits, which damage the protective surface oxides . This type
of corrosion occurs when metals are subjected to the temperature range 700-900°C in the
presence of sulphur deposits formed as a result of the reaction between sodium chloride and
sulphur compounds in the presence of gas phase surrounding the metals .The Deposits of
(Na,SO,) are molten at higher temperatures (m.p. 884°C) and can cause accelerated corrosion
on Ni- and Co-based superalloys. This type of corrosion is commonly called ‘hot corrosion’.,
Subhash Kamal, et al., 2010, T. S. Sidhu,et al.,2006 . Coating techniques play a important role
in the operation at high temperatures, particularly for hot section parts, which are subjected to
complex thermal and mechanical strain/stress cycling. Coatings are applied with a specific aim
to improve the base material resistance by provide a barrier against high temperatures., Marta
Kianicova et al., 2011, W.H Lee and R.Y Lin ,2003 . Pack cementation using aluminum,
chromium or silicon is one of the easiest and cheapest processes to obtain the protective
coatings to improve the corrosion resistance at high temperature ., LIN Nai-ming, et al., 2010,
Bruce M., et al., 2001. The diffusion Coating method is used for surface alloying of protective
coatings on the substrate surface, for example aluminizing, siliconizing, chromizing,
simultaneousaluminizing-siliconizing, simultaneous-aluminizing-siliconizing-chromizing  and
forms a thin oxide scale, which works as the diffusion barrier and reduces the oxidizing speed of
the base material. , A. ESLAMI, et al., 2009, .M. Edmonds,et al., 2008, H. R. KARIMI
ZARCHI et al., 2013 . High temperature oxidation resistance is usually improved by the
addition of some amount of oxygen reactive elements (doping elements) like Y and rare earth
elements (REE) Ce, La, Er and others into surface metal. These elements is introduced through
surface treatment techniques such as pack cementation. The incorporation via surface treatment
acts in favour of doping elements concentration at the surface where the oxide will form and
thus may have the most benefit, Chao-Chi Jain and Chun-Hao Ko00,2007, Ranjan Sinha, et
al.,2013, Hongyu Wang ,et al., 2010.

In this work, it has been reported the effects of amounts of ox%/gen reactive elements (Ce,
Y,Ge) on the parabolic rate constant (Hot corrosion rate kg (10*°g%.cm™.s™)) through the hot
corrosion experiment of Aluminized-Chromized Superfer 800H (Incoloy 800H) . Recently
many statistical experimental design methods have been employed such Box-Behnken design .
These methods involve mathematical models for designing which can be processed using
Acrtificial Neural Network (ANN) and Genetic Algorithm (GA) . The main objective of (GA)
is to determine the optimum operational conditions for the coating system .
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2.MATERIALS AND COATING FORMULATIONS

The experimental work was performed by using samples of Superfer800H (Incoloy800) . The
spectrochemical analysis of candidate material is shown in Table 1. Samples were cut into
squares shapes with dimensions of (10mmx 10xmmx4mm). All surfaces , including the edges
were wet ground using 120, 220, 320, 600, 800, and 1200 grit silicon carbide papers. These
samples were then cleaned with water, degreased with acetone, and then ultrasonically cleaned
for 30 minutes using ethanol as a medium. After drying, the samples were stored in
polyethylene zip-lock bags. The dimensions of all samples were measured. The pack mixture
used for aluminum-chromium diffusion coating consisting of 20 Wt.%Al powder (40—45 um in
particule size) as an aluminum source, 10 Wt.%Cr powder (50-55 um in particule size) as a
chromium source, 2Wt.% NaF and 4Wt.%NaCl as activator and the balance was alumina-
powder (80-110 um in particule size). All pack powders were sized by sieving method and 1-
3W1t.% of the pack alumina filler was replaced by reactive elements (Ce,Y,Ge) according to a
standard response surface methodology (RSM) design called Box-Behnken Design (BBD) .
The samples was placed in a sealed stainless steel cylindrical retort of 50mm in a diameter and
of 80mm in a height in contact with the pack mixture. The retort was then put in another stainless
steel cylindrical retort of 80mm in a diameter and 140mm in a height. The outer retort has a
side tube through which argon gas passes and second in the top cover for argon gas outlet. Type-
k calibrated thermocouple was inserted through the cover of the outer retort for recording real
temperature near inner retort. Figure 1 shows the apparatus used for pack cementation
(University of Technology / Department of Production Engineering & Metallurgy). Pack
cementation process was carried out at 1050 °C for 6 h under an Ar atmosphere according to
Robert A.Rapp et al procedure, 1991. In order to examine the microstructure of the coatings
before and after hot corrosion test at the optimum conditions, the coated and tested samples
were mounted and ground up to 1000 grit with SiC paper and then polished using 1pum diamond
paste. The samples were then analyzed using energy dispersive spectroscopy(EDS) , x-ray
diffraction (XRD), and optical microscope .

3.HOT CORROSION TEST

For hot corrosion tests, 75% wt.Na,SO, and 25%wt. NaCl powders were selected as a
corrosive salts. Samples were deposited with each of these salts until a total coating weight of 5
mg/cm? was reached according to  A.Anderson et. al procedure,2012 .The samples were
measured and weighed first , then placed on a hot plated heated to 110°C. An air gun sprayed
on the saturated aqueous —salt solutions in air mist and a coat of fine salt particles formed on the
samples surfaces after the mist settled and the water evaporated. The process was repeated until
the dry particles were deposited up to 5 mg/cm?®.  Hot corrosion test was performed in a static
air at (900°C) for 50 hr at 1 hr cycle in a programmable tube furnace . The experimental setup
is shown in Figure 2 (University of Technology / Department of Production Engineering &
Metallurgy). After testing the samples were cleaned in an ultrasonic bath, first in distilled water
and then in ethanol. They were then weighed on a digital balance to determine the change in
weight. The parabolic rate constant (Hot Corrosion Rate) Kp is calculated by a linear-square
algorithm to a function in the form of (AW/A)*=Kp xt , where AW/A is the weight gain per
unit surface area (mg/cm?) ant t is the hot corrosion time in seconds .

4. EXPERIMENTAL DESIGN

Response surface methodology (RSM) is a technique  that uses quantitative data from
appropriate experiments to determine regression model equations and operating conditions. RSM
is a collection of mathematical and statistical techniques for modeling and analysis of problems
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in which a response of interest is influenced by several variables, Douglas C.Montgomery,2009
. A standard RSM design called Box-Behnken Design (BBD) was applied in this work to study
the variables for hot corrosion rate k, (10%°g%.cm™s™) . BBD for three variables (wt.%Ce,
wt.%Y, and wt.%Ge) each with two levels (the minimum and maximum), was used as
experimental design model. The model has advantage that it permits the use of relatively few
combinations of variables for determining the complex response function . A total of 15
experiments are  needed to be conducted to determine 10 coefficients of second order
polynomial, Douglas C.Montgomery,2009 . In the experimental design model, wt.%Ce,
wt.%Y, and wt.%Ge were taken as input variables. hot corrosion rate k, (10*%g%.cm™. s™)was
taken as the response of the system. The experimental design matrix derived from BBD is given
in Table 2.

The output and input variables can be expressed as follow:
Y=f (Xl, Xz, X3, X4 ........ , Xn) (1)

Where Y is the response of the system and Xi is the variables of action called factors where the
goal is to optimize the response variable (). It is assumed that the independent variables are
continuous and controllable by experiments with negligible errors. It is required to find a
suitable approximation for the true functional relationship between independent variables and the
response surfaces. The optimization of  hot corrosion rate k, (10™°g”.cm™.s™) was carried out
by using Box-Behnken design with 12 unique runs including 3-replicates at center points. The
quadratic equation model for predicting the optimal point was expressed according to Eq(2).

K K k-1 k
Y =B+ Z.Bixi + Z.Biixiz + z Z Bij Xix; (2)
i=1 i=1 i=1 j=it1

i<j

Three factors were studied and their low and high levels are given in Table 3. hot corrosion
rate k, (10%%g%cm™.s™) was studied with a  standard RSM design called Box-Behnken Design
(BBD). Fifteen experiments were conducted in duplicate according to the scheme mentioned in
Table 2. Minitab and Matlab program was used for regression and graphical analysis of the data
obtained. The optimum values of the selected variables were obtained by solving the regression
equation and by analyzing the response surface contour plots. The variability in dependent
variables was explained by the multiple coefficient of determination, R?> which is can be
calculated according to equation (3), where n is the number of data pairs, x is independent
variable , and y is dependent variable . and the model equation was used to predict the optimum
value and subsequently to elucidate the interaction between the factors within the specified
range, Douglas C.Montgomery,2009.
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(S xy) — (Z1)(X) ) (3)
]

R? = (
VD - @A D - Gy

5. RESULTS AND DISCUSSIONS

The results of the each experiments are given in Table 2. Empirical relationships between the
response and the independent variables have been expressed by the quadratic model as shown
in Figure 3 . Regression coefficient of full polynomial model is also shown in this Figure .

Analysis of variance has been calculated to analyze the accessibility of the model. The analysis
of variance for the response has been predicted in Figure 4 . In general, ANOVA table is used to
evaluate the goodness of the model , as a rule , if p-value is less than 0.05, model parameter is
significant . On the basis of analysis of variance, the conclusion is that the selected model
adequately represents the data for hot corrosion rate k, (10*°g”.cm™.s™) . The Experimental
values and the predicted values are in perfect match with R? value of 0.983 (Figure 5 ). This
methodology could therefore be successfully employed to study the importance of main and
interaction effects of the test variables in hot corrosion test

6. DEVELOPING THE ANN MODEL

Artificial neural network (ANN) is a network with nodes or neurons analogous to the biological
neurons. The nodes are interconnected to the weighted links. The weights are adjustable and can
be trained by learning and training process and training treatments. ANN is able to receive
inputs patterns in order to produce a pattern on its outputs that are correct for that class i.e. The
ANN modeling can be an excellent approach in simulating the out-put results, Daniel Graupe,
2007. The three variables  (wt.%Ce, wt.%Y, and wt.%Ge) each play important roles in
influencing hot corosion properties like hot corrosion rate k, (10*%g%.cm™.s™). The target of this
research is to establish nonlinear relationships between the input parameters and the output
parameters by the usage of ANN networks. So to model the hot corrosion Kinetics, the three
variables (wt.%Ce, wt.%Y/, and wt.%Ge)has been defined as input and hot corrosion rate k, (10°
2g2.cm™.s™) as outputs in network. In this work, three input layers, ten hidden layers and one
output layer, are used for predicting hot corrosion rate K (10*%g?.cm™.s™) according to Figure 6 .
Sigmoid and pureline transfer function was employed for hidden layers and output layer,
respectively. After neural networks are trained successfully, all output results is stored as
shown in Figure 7. Figure 8 presents the comparison between measured and predicted results
for hot corrosion rate k, (10*%g%.cm™.s™). The agreements between the predicted and measured
values (R?=0.94) indicate that this approach can be very useful in  modelling the hot corrosion
properties of hot corrosion rate k, (10*%g%.cm™.s™) in hot corrosion kinetics.

7. GENETIC ALGORITHM (GA)

The genetic algorithm approach provides the solution for the global optimization i.e. to find the
"best possible” solution in decision models that frequently have a number of sub-optimal (local)
solutions. The genetic algorithm solves optimization problems by mimicking the principles of
biological evolution, repeatedly modifying a population of individual points using rules
modelled on gene combinations in biological reproduction, David A. Coley,1999. Due to its
random nature, the genetic algorithm improves the chances of finding a global solution. Thus
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they prove to be very efficient and stable in searching for global optimum solutions. The
mathematical model that best describes the relationship between Input and output parameters has
to be developed in order to be used as objective function in GA to aid the global optimization.
The Mathematical model was obtained using the Regression function in Minitab software.The
proposed mathematical model was used to formulate the objective functions, which was the pre-
requisite of genetic algorithm. The objective function was solved using MATLAB software as
shown in Figure 9 . The optimized process parameter level of Genetic algorithm was obtalned
from this Figure . Figure 10 shows the plot of variation of hot corrosion rate k, (10 g% .cm™s
1y with the number of generation which is obtained by MATLAB program . The initial variation
in the curve is due to the search for optimum solution . It is evident that the minimum hot
corrosion rate k, (10*%g%.cm™.s™) is 71.701.

The optimal values of input variables from regression equations using GA for the hot corrosion
rate kp (10*%g%.cm™.s™) were shown in Table4 . The optimum values of weight percentages
(W1t.%) of Ce, Y, and Ge from Box-Behnken design were found to be 3,3 and 3 respectively.
The minimum predicted value of hot corrosion rate k, (10*%g?.cm™.s™) was found to be 71.701 .

The hot corrosion rate k, (10%%g°.cm™.s™) was studied by Wt.%Ce and Wt.%Y. The results
have been deplcted in Flgure 11a. The results indicated that the minimum hot corrosion rate kj,
(10*%g?.cm™.s1)has been occurred in the 3wt.% Ce and 3wt.%Y . The combined effect of
wit. %Ce and wt.%Ge has been presented in  Figure 11b . The results show that the minimum
hot corrosion rate k, (10° 2g2.cm™.s™) was recorded at the 3wt.% Ce and 3Wt %Ge. In the same
way, the effect of wt.%Y and wt.%Ge on the hot corrosion rate kj (10%%g%2.ecm™s?) | the
minimum hot corrosion rate k, (10° Lg?em®s?)  was 71.701 for 3Wt %Y and 3wt.%Ge as
shown in Figure 11c .

The microstructure using optical microscope for coating (a) and hot corrosion(b) systems is
shown in Figure 12 . Figure 13 shows the EDAX (a), and XRD (b) analysis. These analyses
show that the coated layer at the optimum conditions consists of Ce-Y-Ge doped (Al+Cr) . The
addition of Ce,Y, and Ge to the coated layer improve bond strength of the coatings to the
substrate [14] . The formation of oxides of aluminum and chromium contribute to the
development of hot corrosion resistance of this coating . XRD analysis indicate a scale
consisting of a layer containing oxides of aluminum (Al,O3) and chromium (Cr,03) , thus Al-Cr
diffusion coatings on superfer 800H in molten salt environments at 900°C are found effective in
decreasing corrosion rate in molten salt , due to the formation of protective oxide scales of
A|203 and Cr,03.

8. CONFIRMATION TEST FOR GENETIC ALGORITHM

The confirmation test for Genetic algorithm approach at the optimized process parameter levels
(3Wt.%Ce, 3Wt%Y, 3Wt.%Ge) was done and the hot corrosion rate k, (10%°g%cm™.s™)
exhibited by the hot corrosion test of Superfer 800H was found to be 72.113 x 10~12 g.cm™.s’
!j.e. there is a good agreement between GA and experimental results .
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9. CONCLUSIONS
The results obtained in this study lead to the following conclusions:

1.

2.

Response surface methodology using Box-Behnken design prove very effective model
for studying the influence of wt.% of doping elements on hot corrosion rate .
The experimental values and predicted values are perfect match with R? value of 98.30

ANN model has been developed for predicting Kp as function of wt.% of doping
elements (Ce,Y,Ge) . The model has been proved to be successful in terms of agreements
with experimental results.

The developed GA model can be used to find the optimal wt.% of doping elements
(Ce,Y,Ge) which minimize the hot corrosion rate during the hot corrosion tests . A
confirmation experiment was also conducted and verified the effectiveness of GA
method.

EDS and XRD reveal the presence of elements of mixture in coating layer and the
formation of the dense and continuous protective Al,O; and Cr,O3 scale on surface
during hot corrosion tests .

REFERENCES

>

Lin-Chang Tsail, Hung-Hua Sheu, Cheng-Chieh Chen, Ming-Der Ger, The Preparation
of the Chromized Coatings on AISI 1045 Carbon Steel Plate with the Electroplating
Pretreatment of Ni or Ni/Cr-C Film, Int. J. Electrochem. Sci., 10 (2015) 317 — 331.

Fahamsyah H. Latief, EI-Sayed M. Sherif, Koji Kakehi, Role of Aluminide Coating on
Oxidation Resistance of Ni-Based Single Crystal Superalloy at 900 °C, Int. J.
Electrochem. Sci., 10 (2015) 1873 — 1882 .

Subhash Kamal , Korada Viswanath Sharma , A. M. Abdul-Rani, Hot Corrosion
Behavior of Superalloy in  Different Corrosive Environments, Journal of Minerals and
Materials Characterization and Engineering, 2015, 3, 26-36 .

Subhash Kamal, R. Jayaganthan, S. Prakash , High temperature cyclic oxidation and
hot corrosion behaviours of superalloys at 900°C , Bulletin of Materials Science,
June 2010, Volume 33, Issue 3, pp 299-306 .

T. S. Sidhu, S. Prakash and R. D. Agrawal , Hot corrosion and performance of nickel-
based coatings, CURRENT SCIENCE, VOL. 90, NO. 1, 10 JANUARY 2006 , pp 41-47

Marta Kianicova , Karel Slamecka , Jaroslav Pokluda , Damage Of Diffusion Coatings
On Turbine Blades, Brno, Czech Republic, EU18. 2011,20- 5.

W.H Lee, R.Y Lin, Hot corrosion mechanism of intermetallic compound NisAl,
Materials Chemistry and Physics, Volume 77, Issue 1, 2 January 2003, Pages 86-96 .

LIN Nai-ming, , XIE Fa-gin, ZHOU Jun, ZHONG Tao, WU Xiang-qing, TIAN Wei,
Microstructures and wear resistance of chromium coatings on P110 steel fabricated by
pack cementation, J. Cent. South Univ. Technol. (2010) 17: 1155-1162 .

141


http://link.springer.com/search?facet-author=%22Subhash+Kamal%22
http://link.springer.com/search?facet-author=%22R.+Jayaganthan%22
http://link.springer.com/search?facet-author=%22S.+Prakash%22
http://link.springer.com/journal/12034
http://link.springer.com/journal/12034/33/3/page/1

Number 9 Volume 21 September 2015 Journal of Engineering

Bruce M. Warnes, Nick S. DuShane, Jack E. Cockerill, Cyclic oxidation of diffusion
aluminide coatings on cobalt base superalloys, Surface and Coatings Technology 148
(2001) 163-170.

A. ESLAMI, H. ARABI and S. RASTEGARI, Gas Phase Aluminizing Of A Nickel Base
Superalloy By A Single Step Htha Aluminizing Process, Canadian Metallurgical
Quarterly, Vol 48, No 1., 2009, pp 91-98.

I.M. Edmonds,, H.E. Evans, C.N. Jones, Oxidation & Coating Evolution In Aluminized
Fourth Generation Bladealloys, The mineral, metal materials society , superalloy2008,
pp.661-670.

H. R. Karimi Zarchi, M. Soltanieh, M. R. Aboutalebi, X. Guo2, Thermodynamic study
on pack aluminizing systems of pure titanium and nickel , Trans. Nonferrous Met. Soc.
China 23(2013) 1838-1846 .

Chao C. Jain and Chun H. Koo, Creep and Corrosion Properties of the Extruded
Magnesium Alloy Containing Rare Earth, Materials Transactions, Vol. 48, No. 2 (2007)
pp. 265 to 272.

Rajesh Ranjan Sinha, Dr. Brahm Deo Tripathi, Dr. Mahendra Yadav, Mines, Dhanbad,
Effect of rare earth additions on high-temperature oxidation resistance of V and Mo
alloyed steels, steel-grips.com 2013,pp.14-18.

Hongyu Wang , Dunwen Zuo, Gang Chen,, Guifang Sun ,, Xiangfeng Li,, Xu Cheng,
Hot corrosion behaviour of low Al NiCoCrAlY cladded coatings reinforced by nano-
particles on a Ni-base super alloy, Corrosion Science 52 (2010) 3561-3567.

Rober A.Rapp, Mark A.Haper and Robert Bianco, Codepostion elements by Halide
Activated Pack Cementation, JOM, Vol3, No.14,Nov.1991,pp.20-25.

Anderson and S.Ramachandran, A. Analysis of Corrosion at Hot Environment of
Plasma Sprayed Stainless Steels , European Journal of Scientific research, ISSN1450-
216X Vol.76 No.2 (2012) , pp. 300-308.

Douglas C.Montgomery , Design and Analysis of Experiments, John Wily &Sonc, Inc.,
2009 .

Daniel Graupe, Principles Of Artificial Neural Networks, 2nd Edition, World Scientific
Publishing Co. Pte. Ltd., 2007.

David A. Coley, An Introduction to Genetic Algorithms for Scientists and
Engineers,World Scientific Publishing Co. Pte. Ltd.1999.

142



@ Number 9

Volume 21 September 2015 Journal of Engineering

Table 1. Chemical composition of substrate material.

Pack mixture

Element | Co | Cr | Ti Al |W Ta | C B Mo | Ni
Wt.% 8.4 |16]3.31|3.23|1.07|0.59|013|0.05]|1.02 | bal
F e NS
Argon inlet
Screw head
\ flange

o -SE Sample
H
H
i

g nner
g relort

Stain'ess steel
cy'indrical relont

(a) Pack Cementation retort (b) Pack Cementation Furnace

Figure 1. Apparatus used for pack cementation .

Figure 2. A programmable tube furnace of hot corrosion test.
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Table 2. Experimental design and results for hot corrosion rate k, (10™°g>.cm™. s™)
Run Coded Values Actual Values ky (107°g°.cm™. ™)
X1 X2 X3 X1 x> X3 observed Predicted
1 0 1 1 2 3 3 74.81 74.64
2 1 1 0 3 3 2 75.76 75.51
3 1 -1 0 3 1 2 77.65 77.46
4 0 1 -1 2 3 1 76.39 76.62
5 1 0 -1 3 2 1 80.55 80.57
6 -1 -1 0 1 1 2 81.19 81.44
7 -1 1 0 1 3 2 79.35 79.54
8 0 0 0 2 2 2 83.33 83.55
9 0 -1 -1 2 1 1 78.28 78.45
10 0 0 0 2 2 2 83.43 83.55
11 -1 0 1 1 2 3 82.7 82.68
12 1 0 1 3 2 3 77.04 77.46
13 -1 0 -1 1 2 1 83.76 83.34
14 0 -1 1 2 1 3 76.89 76.66
15 0 0 0 2 2 2 83.88 83.55

Table 3. Coded and actual values of variables of the experimental design

Factor Coded levels of variables
-1 0 +1
Wt.%Ce X1 1 2 3
Wt.%Y X 1 2 3
Wit.%Ge X3 1 2 3

General Regression Analysis: Kp(10*-12g*2.cm”-4.5%-1) versus %Ce; %Y; %Ge

agre

Figure 3. MINITAB session show the results of general regression.

144



@ Number 9 Volume 21 September 2015 Journal of Engineering
Analy=sis of Varilianca
Souroe DFE Sac 33 Ady 33 Acly M3 E P
FRegreamaiaon <9 143.800 143 .800 LD .9778 (N | OO0 D.0000%32
Krrox S Q.877 0.a77 0.1L755
Tt | T3 Ta4a .6/

Figure 4. MINTAB session for ANOVA of regression model.
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Figure 5. Comparison between predicted and experimental values.
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Figure 6. ANN Structure for input, hidden and output layers.
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Figure 7. Results of ANN-outpouts.
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Artificial Neural Network Values of Kp (10"2 gz.cm".s")

T4 75 76 ™ 7 7% 80 81 82 &3 g4

Experimental Values of K,(lo'“ a’em*s™)

Figure 8. Comparison of the experimentation and calculation.

Start Pause Stop
Current iteration: | 100 Clear Results
o

Optimization running.
Objective function value: 71.69542353526115 =
Optimization terminated: maximum number of generations exceeded.
FS. 4
Final point:
1a 2 3

3 3 3
4 3

Figure 9. Solver showing the results in MATLAB.
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Best: 71.6954 Mean: 71.701

A Bestfitness
o © Mean fitness |

K

Fitness value (Kp)
B
0o°
o ®

]
&

10 20 30 40 50 80 70 80 o0

Generation

Figure 10. Variation of hot corrosion rate k, (10*?g®.cm™.s™) with number of generation.

Table 4. Optimum values of variable obtained from GA of regression model

No. | parameter | Optimum Minimum predicted k, 107°g*.cm™.s™
value
1 Wt.%Ce 3
2 Wt.%Y 3 71.701
3 Wt.%Ge 3
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Figure 12. The microstructure using optical microscope for coating (a) and hot corrosion(b)
systems
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Figure 13. The EDAX (a), and XRD (b) analysis.
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ABSTRACT

Autonomous systems are these systems which power themselves from the available ambient

energies in addition to their duties. In the next few years, autonomous systems will pervade
society and they will find their ways into different applications related to health, security,
comfort and entertainment. Piezoelectric harvesters are possible energy converters which can be
used to convert the available ambient vibration energy into electrical energy. In this contribution,
an energy harvesting cantilever array with magnetic tuning including three piezoelectric bi-
morphs is investigated theoretically and experimentally. Other than harvester designs proposed
before, this array is easy to manufacture and insensitive to manufacturing tolerances because its
optimum operation frequency can be re-adjusted after fabrication. In this array, each bimorph has
its own rectification circuit in order to prevent the interference of its operation with the others.
Two electrical connections are investigated: the series connection and the parallel connection.
These connections are tested under several cases such as moderate and high excitation level and
large and small connected load. The theoretical and experimental works show that each connec-
tion has characteristics and can be used to enhance the harvester output power and/or its frequen-
cy bandwidth. These characteristics are highly related to the excitation level and the connected
load together.

Key words: piezoelectric bimorph, cantilever array, frequency tuning, electrical connections
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1. INTRODUCTION

Energy harvesting commonly refers to the process of converting the available energy from the
environment into electrical energy. The concept of this process can be found in many real-life
applications and on different scales. For example, wind turbines and solar panels are used for
high amount of energy conversion and solar cells or piezoelectric materials are used for low
amount of electrical energy conversion.

The new challenge since about a decade ago is how to exploit this process to design systems
which have the abilities to achieve their requirements (duties) and in addition power themselves
from the available ambient energies. Such systems are called autonomous systems. In the next
few years, autonomous systems will pervade society and they will find their ways into different
applications related to health, security, comfort and entertainment.

In the last few years, piezoelectric harvester has received the most attention concerning its poten-
tial to power electronic devices; numerous related scientific journals and conferences have inves-
tigated this subject intensively.

The basic configuration of an autonomous system typically contains three elements in addition to
the piezoelectric harvester: a full-wave rectifier, a reservoir capacitor and an electronic device
performing the primary task. Fig.1 schematically shows the typical arrangement of such systems.
It is clear that the autonomous system has two parts: the electrical part and the electromechanical
part. These two parts effect on each other and they can prevent the autonomous system from
functioning if they are not properly matched.

One major limitation of piezoelectric energy harvester, discussed before by Al-Ashtari et al.,
2012a, is that it operates effectively at a single excitation frequency. This excitation frequency
must match the optimal frequency of the piezoelectric harvester. The optimal frequency is de-
fined as the frequency at which the harvester generates the maximum voltage. It is determined by
the harvester properties, geometry and the connected load (electronic device). For example, for a
low damped harvester, experiments show that a 5% difference between the excitation frequency
and the optimal frequency causes a drop of the harvested energy by about 90%.

Tang et al., 2010 presented a comprehensive review contains most of the techniques developed
over the past years to overcoming the bandwidth limitation of piezoelectric harvesters mentioned
above. This review classified the known solutions into two main categories: optimal frequency
tuning and multimodal energy harvesting. Optimal frequency tuning was sub-classified into me-
chanical methods, magnetic methods and piezoelectric methods; multimodal energy harvesting is
divided into hybrid energy harvesting schemes and cantilever arrays.

Optimal frequency tuning techniques can be classified more conveniently into manual and self-
tuning methods. The self-tuning methods also should be subdivided into active tuning and pas-
sive tuning techniques. Active tuning techniques continuously consume power while passive tun-
ing techniques require power only initially for tuning the harvester frequency. Up to now, there
is no robust self-tuning harvester that can power its tuning process independently.

This contribution focuses on the cantilever array approach either for increasing the magnitude of
the generated voltage or extending the bandwidth of an energy harvester. A cantilever array con-
sists of multiple piezoelectric cantilevers integrated in one harvester in order to increase its fre-
guency bandwidth and/or output power. Increasing voltage is achieved when all the piezoelectric
cantilevers have equal optimal frequency. While, extending the frequency bandwidth is accom-
plished if each piezoelectric cantilever has a certain optimal frequency so that at a certain range
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of excitation frequency all (or a group) of the piezoelectric cantilevers operate together to gener-
ate the required voltage.

Throughout the literature, it can be found that many attempts to design and model cantilever ar-
rays. For example, Shahruz, 2006a, b, and c introduced so-called mechanical band-pass filters
which consist of multiple cantilevers. Dimensions and proof masses are calculated from the pre-
defined optimal frequency. These works generally do not consider the electrical characteristics
and thus cannot investigate the electrical effect of each cantilever on the others. Xue et al., 2008
presented another design of an array with cantilevers of different optimal frequencies. Each can-
tilever includes two piezoelectric layers and its resonance frequency is adjusted by varying their
thickness. The authors concluded that connecting multiple bimorphs in series increased not only
the harvested power but also the harvester bandwidth. They used 10 piezoelectric bimorphs of
different thicknesses to harvest power across a bandwidth of 25 Hz. The mathematical model
given in this work ignores the electrical effect of the bimorphs on each other. Also, the effect of
connecting multiple bimorphs in parallel or in series on the optimal load of the complete harvest-
er is not investigated. Ferrari et al., 2007 designed a multi-frequency piezoelectric harvester
which consists of three cantilever bimorphs of the same dimension. The authors determined the
resonance frequency of each bimorph by adjusting the tip mass. They modeled the piezoelectric
harvester as a voltage source in series with a branch consisting of a resistor and a capacitor con-
nected in parallel. This allows describing the effect of the bimorphs on each other. In this setup,
a half-wave AC-DC rectifier was used for each bimorph for two main reasons: The electronic
application needs DC power and power transfer between the bimorphs shall be prevented.

It is hard to realize any of the harvesters presented in the aforementioned works in industrial ap-
plications. The setups in those works require very accurate manufacturing processes and careful
handling, and operate at an unchangeable frequency band. If the frequency spectrum of the host
changes, for example due to wear or changed operating conditions, those arrays will be useless.
Another fact worth mentioning is that the characteristic frequencies of piezoelectric elements
might also change due to aging temperature, vibration level etc. Al-Ashtari et al, 2013 intro-
duced a cantilevers array have no such limitations. This cantilever array is developed basing on
their magnetic tuning technique addressed in Al-Ashtari et al., 2012b. The optimal frequency is
tuned by changing the attraction force between two permanent magnets by adjusting the distance
between the magnets. The optimal frequency and bandwidth can be re-adjusted at any time. This
makes the proposed cantilever array insensitive to the effects of manufacturing tolerances of both
the piezoelectric elements and the harvester structure on the optimal frequency of the system.

In this contribution, a new cantilever array is designed based on that proposed by Al-Ashtari et
al., 2013. This array was used as the energy harvester in an autonomous system similar to that
shown in Fig. 1. In such systems, the electrical connections between the piezoelectric elements
of the energy harvester, as well as the electromechanical characteristics of each one, are the im-
portant parameters which can be adjusted in order to increase the generated power, enhance the
frequency bandwidth or make the system more reliable. There are two primary possible electrical
connections to connect the piezoelectric elements together: the series connection and the parallel
connection. Each one of these connections has its own characteristics and is suitable for different
requirements. The model describing the operation of such system is derived and its operation is
analyzed. This theoretical work is supported by the corresponding experimental results. The re-
sults of these two sections show good agreement between them.

2. AUTONOMOUS SYSTEM
It has been mentioned above that the autonomous system has two parts: the electrical part and
the electromechanical part. In this section, these parts will be discussed in details.
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2.1 Electrical Part

In this paper the, behavior of an energy harvester connected to a rectifier circuit is introduced. As
shown in Fig. 2, the rectifier circuit consists of four diodes: D;, D,, D; and D,. These diodes are
connected in the standard arrangement to convert the generated AC voltage from the harvester
u(t) into an output DC voltage Uy,

Fig. 3a shows the generated AC voltage u(t) during the first two periods of operation, where t,,
is the period. The corresponding output DC voltage is shown in Fig. 3b. These two figures show
that the first period of operation is very important and it includes four intervals; these intervals
are dependent on the design of the autonomous system components and their properties. Thus,
the autonomous system should be designed with this in mind to operate successfully. These in-
tervals are: the dead zone interval ¢,, the diode transient conduction interval t;,, the open circuit
interval ¢,,, and finally the diode steady-state conduction interval t.

The rectification process starts when the dead zone interval ends. This interval is defined as that
time interval during which the AC voltage is applied and there is no corresponding output DC
voltage. That’s because the input AC voltage amplitude is less than that required to overcome the
diode barrier voltage U,. The dead zone interval exists only in the first quarter of the first period
of operation (between 0 and t,) as shown in Fig. 3b.

At the end of the dead zone interval t,, the transient conduction interval t,, will start when the
amplitude of the generated AC voltage rises to be greater than the diodes’ barrier voltage. Within
this interval, either the first pair of diodes (D, and D,) is on and the other pair (D; and D5) is off
or vice-versa. This causes the current to flow from the harvester into the parallel loads Cy and R;.
The size of the reservoir capacitor Cr should be calculated carefully so that it will be is fully
charged at the end of this interval; otherwise the transient conduction time will continue over in-
to the next periods until the capacitor is fully charged. When the capacitor voltage rises higher
than the amplitude of generated AC voltage, the diodes will be off because the capacitor will try
to discharge its stored energy through them in their reverse direction.

This means the harvester is now disconnected from the load side i.e. it is in open-circuit condi-
tion. This will continue until the amplitude of the input AC voltage becomes greater than the ca-
pacitor voltage. This happens in a time interval called the open circuit interval t,,. The load R,
in this interval is electrically powered only by the energy stored in the capacitor and the harvest-
er in open-circuit condition.

When the capacitor voltage becomes smaller than the amplitude of the applied AC voltage u(t),
then this interval will be ended and the steady-state conduction interval t starts. Within this in-
terval, the other pair of diodes that were not conducting earlier will do so and the first conducting
pair will not. Within this time, the capacitor should be recharged.

The second and also all the next periods of operation have only the open circuit interval and the
diodes steady-state conductions intervals i.e. the system will be in its steady state operation as
shown in Fig. 3b.

In most real-life applications, the required charging time of the reservoir capacitor is much
smaller than required time for its discharging. This enables us to assume that almost all the gen-
erated current flows into the connected load during the diodes steady-state conductions intervals
i.e. during the steady state operation the harvester will serve two different loading conditions: the
open-circuit condition and resistive load condition. In this article, the connected load is chosen to
be large enough in order the generated voltages have almost the characteristics during these al-
ternative intervals.
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2.2 Electromechanical Part

The electromechanical part (the piezoelectric harvester) has related mechanical and electrical
characteristics. These characteristics are determined by the mechanical and electrical boundary
conditions of the harvester. The open circuited condition refers to the case when the electrodes of
the included piezoelectric elements are not connected. The resistive load condition means that
the electrodes of the piezoelectric harvester are connected to each other via a resistive load.

2.2.1 Open circuit condition

The system representing the piezoelectric harvester of the autonomous system in an open circuit-
ed condition is shown in Fig. 4 (the electrical subsystem has been removed for purposes of clari-
ty). Based on the model introduced by Al-Ashtari et al., 2012a, the equivalent systems (me-
chanical and electrical) of the harvester in this condition are shown in Figs. 5a and 5b,
respectively. All the parameters in the figures are the same as defined previously. u,(t) and
X, (t) are the generated open voltage and the corresponding harvester deflection resulting from
force application F(t), respectively. If the excitation force F(t) shown in Figs. 5a and 5b is de-
scribed by

F(t) = Fsinwt, 1)
then the generated AC voltage can be expressed as
U, (t) = U, sin(wt + @) (2

where w is the excitation frequency in rad/s, F and U,the amplitudes of the excitation force
and the generated AC voltage, and ¢, is the phase difference between them. The governing
equation of such system is

Mi,(t) + Bx,(t) + Kx,(t) = F(t) — au,(t) (3)
For the electrical side, the following equation can be derived:

ax,(t) = Cpity(t) 4)

Therefore, the transfer function between the excitation force and the generated voltage is

Up(s) a
F(s) MC,s?+ BCys + KC, + a?

()

where F(s) and U, (s) are the Laplace transforms of the excitation force and generated AC volt-
age, respectively. In terms of the series resonance frequency wy, the parallel resonance frequency
wy, and the system damping ratio ¢, it becomes

Up(s) (a/MCp)

F(s)  s?+ 2{wss + w} ©)
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Where,Al-Ashtari, 2012a

K
wg = M , (7a)
B = 2{Mw;, (7b)
a? = M(w2 — w?)C, (7c)
The generated AC voltage amplitude can be expressed as
_ (a/MC,)F
Yo = 2 ®)
J (0f — w?)" + (2 wsw)?
and the phase difference is
_ 2(wsw
Pyo = —tan ! <w2 _ w2> 9)

2.2.2 Resistive load condition

Resistive load condition refers to the condition in which the electrodes of the piezoelectric ele-
ment in a harvester are connected by a resistive load R; as shown in Fig. 6. All the parameters of
the systems are as defined previously. xz(t) is the beam deflection from the external force F(t)
applied to the system. ugz(t) and qz(t) are the corresponding generated voltage and charge
across the connected resistive load. Figs. 7a and 7b respectively show the equivalent mechanical
and electrical systems of a piezoelectric harvester at resistive load condition.

Now, the first goal is to calculate the generated voltage as a function of the connected load R;
and the excitation frequency w, and then to derive the relationship between these two variables
in order to determine the condition at which the maximum power can be generated. The govern-
ing equation is the same as that for the open circuited condition, thus

Mixgp(t) + Bxg(t) + Kxg(t) = F(t) — aug(t) (10)

for the mechanical side; for the electrical side, we have

axg(t) = Cpug(t) + gr(t) (11)
and
i (®) = 0 12)

As before, the transfer function between the excitation force and the generated voltage is

72



Number 9 Volume 21 September 2015 Journal of Engineering

Ur(s) aR;s
F(s) ~ MR,C,s3 + (M + BR,C,)s2 + (B + KR,C, + a?R)s + K

(13)

In terms of series resonance frequency ws, parallel resonance frequency w,, and damping ratio ¢,
which are defined by Egs. (7a) ,(7b) and (7c), then Eq. (13) can be rewritten as

Ugr(s) _ (aR,/M) s (14)
F(s)  RiCps3+ (14 2{wsR,Cy)s? + (2¢ws + w2R,Cy)s + w?
This gives the amplitude of the generated AC voltage as
U = (aRyw/M) F
R= > 5 (15)
Jl02 = (14 220,Ri6)07] + (280, + Ry (w5 - 7))
and the phase difference is
) w[2¢ws + R,Cp(wZ — w?)]
Qur = —tan (16)
w2 — (1 + 2{wsR,C,)w?

Usually, a piezoelectric harvester is an electromechanical device that is located in or on a vibrat-
ing host structure to generate AC voltage, which can be used to power an electronic application.
Therefore, the base of the piezoelectric harvester is excited, thus exciting the entire structure.
The derived model can be valid if the force F is replaced by the force MA,. Where A4, is the am-
plitude of the base acceleration. The generated DC voltage of a harvester U, in an autonomous
system can be expressed as

Uye = Ug — 2U, 17)
where Uy, is the generated voltage under R; conditions.

3. CANTILEVER ARRAY

There are two main connections can be used to connect electrically multiple piezoelectric ele-
ments: the series connection and the parallel connection. Also, each of these connections can be
performed by two different ways as will be shown later: direct connection and indirect connec-
tion.

3.1 Series Connection
The series connection of the piezoelectric elements can be classified into two types: the direct
and the indirect series connections.

3.1.1 Direct series connection

The direct series connection is when the electrodes of all the piezoelectric elements are connect-
ed together in series before the rectification process — for example, the system that is shown in
Fig. 8. For this connection, all the piezoelectric elements should have exactly the same optimal
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frequency in order to gain an output voltage equal to the generated voltage of one element, times
the total number of elements (i.e., the ideal output).

If the harvester includes n number of piezoelectric elements and all are excited by the applied
force F(t), then the amplitude of the generated voltage by the i*" element during steady-state
operation can be expressed as (based on Eq. (15))

(al-Rla)/M) F
Ui =

(18)
\/[‘“?i -(1+ zci(‘)siRlei)(‘)z]z + w2280y + R Cyi(w3; — wz)]z

If all the elements have the same optimal frequency, then the amplitude of the total generated
voltage is

Ug =n- Ui (19)
and the total output DC voltage can be calculated as
ud =U, - 2U, (20)

For this connection, if the piezoelectric elements have different optimal frequencies, then the
generated voltages of each one will have different amplitudes and be in different phases. This
will cause them to overlap and may lead to not achieving any enhancement.

3.1.2 Indirect series connection

The indirect series connection means that the piezoelectric elements in the harvester are connect-
ed together in series, but after the rectification process is carried out, as for example in the sys-
tem shown in Fig. 9.

If this harvester also includes n number of piezoelectric elements, and these elements all have
small differences in their optimal frequencies, and if the excitation frequency matches the opti-
mal frequency of one piezoelectric element, then the other piezoelectric elements should be able
to generate voltage amplitudes equal to or more than that dropped through the diodes, so the total
DC voltage will be

Uf= > (W, - 20y 1)

This connection can be used to expand the frequency bandwidth within which the harvester can
supply enough power to the connected load.

It is not practical to use the indirect connection if the piezoelectric elements have large differ-
ences in their optimal frequencies. That is because the losses of voltage across the diodes will be
very large. Thus, if a harvester includes n number of piezoelectric elements, and is excited by a
harmonic acceleration of frequency that activates on piezoelectric element, which then generates
voltage while the others do not, then the total DC voltage U! at that case can be expressed as
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i=n

Ut = > (Ui~ @n.U)] @22)

i=1

It seems to be that if a large number of piezoelectric elements are used then this may result in
there being no generated voltage anymore.

3.1.3 Tuning strategy for series connection

To achieve an expanded frequency bandwidth, each piezoelectric element should be tuned to a
different optimal frequency. The spread between the different frequencies defines the bandwidth
and the minimum voltage generated in this frequency range. In this paper, the tuning strategy is
developed so that at a frequency f,, where two neighbouring piezoelectric elements generate the
same DC voltage, the voltage generated by each element is half the mean peak voltage of the two
elements.

Fig. 10 shows an example with three piezoelectric elements with approximately equal peak volt-
ages (the solid line curves). It is clear that these elements are tuned in such a way as to ensure
that at the frequencies f; and f;,,, the neighboring piezoelectric elements share equally in gen-
erating the total voltage. The total generated voltage is similar to that shown in Fig. 10 in the
dashed black line. It seems that the peak voltage that can be generated by a single piezoelectric
element at a single excitation frequency is extended across a considerable range as shown in Fig.
10.

This tuning strategy has been tested theoretically and experimentally, as will be shown later, and
the results show that this strategy is very effective for enhancing the frequency bandwidth of a
piezoelectric harvester.

3.2 Parallel Connections

If a harvester includes piezoelectric elements with different optimal frequencies which are
connected in parallel, then only the element that generates the higher voltage powers the load,
while the other elements do not. In a direct parallel connection, the other elements which are not
generating voltage at the moment behave as additional parallel loads. Therefore, these elements
cause the generated voltage to decrease. This is because these parallel elements reduce the
overall load connected to the operating element.

In indirect parallel connections, the voltage generated by the operating element prevents the
rectifier circuits of the other elements from conducting. Therefore, it is not advisable to use
either parallel connection type if the piezoelectric elements have different optimal frequencies.

If all the piezoelectric elements have the same optimal frequency and are connected in parallel
(direct or indirect), then the generated current increases. This case is not examined further
because it is interested in replacing batteries with piezoelectric harvesters in currently
commercial electronic applications. In such applications, achieving the required voltage is
necessary to ensure achieving of the required power for the operation; the current is therefore
uninteresting for this purpose.

4. EXPERIMENTAL VERIFICATION

Fig. 11 shows the experimental cantilever array harvester that was constructed to validate the an-
alytical model presented above. This harvester consists of three piezoelectric bimorphs (SITEX-
Module 427.0085.11Z from Johnson Matthey; specifications in Table 1). Magnetic stiffening Al-
Ashtari et al., 2012b can be used to tune each bimorph individually. The bimorphs are electri-
cally isolated from each other and from the aluminum base by plastic parts. Magnets with a face
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area of 8.5 x 2 mmz2 and a thickness of 1.5 mm (from HKCM Engineering, manufacturing code
Q08.5x02x01.5Ni48H) were used. The distance between the two magnets is adjusted using a
knurled screw.

This harvester is connected to a bridge full-wave rectifier consisting of four Schottky diodes and
reservoir capacitor of size 200 pF. The used electrical application is a temperature sensor (TFA
Dostmann GmbH & Co. KG Kat. Nr. 30.2018). This sensor requires 1.5 V DC voltage and has a
total resistance of 360 kQ. This system was excited with a harmonic acceleration of amplitude
equal to 5.5 m/s? and frequency of 250 Hz matches to the harvester parallel-resonance fre-
quency.

Fig. 12 schematically shows the setup that used in the experimental work. The piezoelectric har-
vester is excited from its base by a harmonic acceleration supplied by an electro-dynamic shaker.
In order to keep this acceleration on the desired value, it is monitored by using a laser vibrometer
(vibrometer #1) and an oscilloscope. The amplitude and frequency of this acceleration are manu-
ally adjusted by manipulating the used signal generator and amplifier.

A second vibrometer of two laser probes is used to measure the deflection of the piezoelectric el-
ement included in the used harvester. This deflection is monitored and measured by using also an
oscilloscope as shown in Fig. 12.

Fig. 13 shows a comparison between the obtained output DC voltages for three cases all excited
by the same harmonic acceleration as before (5.5 m/s?): the first case when the harvester in-
cludes a single bimorph, the second case when the harvester includes three identical bimorphs of
the same operational frequency (250 Hz) and connected in indirect series and finally the third
case when these three bimorphs are connected in direct series.

It is clear that connecting identical bimorphs of same operational frequency in series directly
gives the greater DC voltage and it is more than the required voltage for making the temperature
sensor operates. Therefore, this connection can be used to achieve one of two requirements: the
first that such harvester of three bimorphs can be excited only by acceleration of amplitude
1.9 m/s? to generate the DC voltage required for the temperature sensor operation. This makes
such type of harvesters are relevant for small excitation level. The second is that such harvester
can be designed not to operate at its parallel-resonance frequency and that causes a considerable
reduction in the deflection of the bimorph and so increases the life time of the piezoelectric har-
vester. For example the autonomous system implemented before which was excited by an accel-
eration of frequency 250 Hz, if the harvester of this autonomous system includes a single bi-
morph, then this bimorph should have a parallel-resonance frequency matching the excitation
frequency and is deflected 95.2 um to generate 1.5 V DC voltage. But if the harvester includes
three bimorphs, then each bimorph should have a parallel-resonance frequency of 242.6 Hz or
257 Hz and deflects with amplitude of 35.7 um in order to be the total output DC voltage of
1.5V.

If it is required from using the multiple bimorphs to enhance the frequency bandwidth of the
harvester, then operations of the bimorphs should be integrated by tuning each one to a different
frequency, as discussed earlier in tuning strategy. Fig. 14 shows that the single bimorph can gen-
erate 1.5 V DC voltage only at a single frequency (250 Hz), but using three bimorphs can extend
this frequency into a considerable range of frequencies. It seems for the first moment that using
three bimorphs in direct series connection gives a larger range of operational frequencies, but un-
fortunately the fluctuation in the generated voltage is too large due to the overlap of the generat-
ed AC voltages (amplitudes and phases) of three bimorphs. Connecting the bimorphs in indirect
series also offers a considerable enhancement in the harvester frequency bandwidth from 243 Hz
to 256 Hz with a reasonable fluctuation in output DC voltage.
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5- CONCULSION

The feasibility of using harvester with multiple piezoelectric elements has been investigated. For
this purpose a cantilever array with three piezoelectric bimorphs was constructed to be used in
experimental verification. The results show good agreement between the theoretical and the ex-
perimental works. Strategies for connecting multiple bimorphs to increase the maximum gener-
ated power and/or enhance the bandwidth compared to a single bimorph harvester were also in-
vestigated.

The results show that the harvester with three bimorphs of identical optimal frequency can be
used either if the excitation amplitude is small or if it is required to generate higher voltage. The
result shows that the generated DC voltage of harvester with three bimorphs can be reached to
four times that generated of the harvester of single bimorph.

The results also show that using the proposed strategy of the optimal frequency tuning extends
the harvester frequency bandwidth considerably. The harvester of three bimorphs can generate
1.5V DC for a range 13 Hz instead of generating this voltage at only single frequency.
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NOMENCLATURE

B = equivalent mechanical damping of a piezoelectric device, Ns/m

C, = equivalent capacitance of the piezoelectric material,

Cr = reservoir capacitor, F

F(t) = applied excitation force, N

fo = frequency at which piezoelectric element generates maximum voltage, Hz

fn = frequency at which piezoelectric element generates half maximum voltage, Hz
K = equivalent mechanical stiffness of a piezoelectric device, N/m

M = total equivalent mass of a piezoelectric device, kg

n = number of used piezoelectric elements included in the harvester

qr(t) = generated charge of the piezoelectric harvester at resistive load condition, V
R; = connected Resistive load,

t=time, s

t, = period

to = dead zone interval, s

t: = transient conduction interval, s

tys = steady-state interval, s

top = Open circuit interval, s

U, = diode drop barrier voltage, V

U, = amplitude of the total generated voltage of a harvester included multiple piezoelectric el-
ements connected directly in series, V

U; = amplitude of the generated voltage of the i** piezoelectric element at resistive load condi-
tion, V

U, = amplitude of the generated voltage at open circuit condition, IV
u, (t) = generated AC voltage of the piezoelectric harvester at open circuit condition, V
ug (t) = generated AC voltage of the piezoelectric harvester at resistive load condition, VV

U = generated DC voltage of a harvester included multiple piezoelectric elements connected
directly in series, V

UL = generated DC voltage of a harvester included multiple piezoelectric elements connected
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indirectly in series, V

U! = generated DC voltage of a harvester included multiple piezoelectric elements when excita-
tion frequency match the optimal frequency of one element, V

u(t) = generated AC voltage of the piezoelectric harvester (general), V
X, (t) = displacement of the piezoelectric harvester at open circuit condition, m
xg(t) = displacement of the piezoelectric harvester at resistive load condition, m

a = conversion factor between the mechanical and electrical domains of a piezoelectric device,
N/V

¢ = equivalent damping ratio of the piezoelectric device

Puo = phase difference between the excitation force F(t) and the generated voltage u, (t), rad
@ur = phase difference between the excitation force F(t) and the relative velocity ug(t), rad
w = Angular frequency of the excitation, rad/s

wy, = natural frequency of piezoelectric harvester, rad/s

w, = series frequency of piezoelectric harvester, rad/s

w,, = parallel frequency of piezoelectric harvester, rad/s

Electromechanical Part Electrical Part
(Piezoelectric Harvester)

Figure 1. Basic autonomous system.
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Figure 2. Electrical representation of a basic autonomous system.
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Figure 5. Equivalent systems of the piezoelectric harvester for autonomous system (a) mechani-
cal (b) electrical
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Figure 7. Equivalent systems of piezoelectric harvester connected to resistive load (a) mechani-
cal and (b) electrical.
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Figure 9. Autonomous system including a harvester with two piezoelectric elements connected
in indirect series.
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Figure 11. Experimental rig showing a cantilever array of three piezoelectric bimorphs.
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Figure 12. Schematic diagram of the experimental setup.
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Figure 13. Generated DC voltages of harvesters of differenet number of bimorphs and different
electrical connection, all bimorhs are tunned to have same optimal frequency.
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Figure 14. Generated DC voltages of harvesters of differenet number of bimorphs and different
electrical connection, bimorphs are tunned using the propsed tuning strategy.

Table 1. Bimorph Specifications.

Parameter Value

Total length of piezoelectric layers 45.00 £+ 0.1 mm
Beam width 7.20 + 0.1 mm
Total beam thickness 0.78 + 0.03 mm
Shim layer thickness 0.28 + 0.05 mm
Piezoelectric layer density 8000 kg/m3
Shim layer density 1800 kg/m3
Piezoelectric coupling factor 0.38

Piezoelectric compliance 15.8 x 1072 m?/N
Piezoelectric dielectric constant 61.95 nF/m
Beam mechanical quality factor 45

Shim layer modulus of elasticity 120 x 10° N/m?
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ABSTRACT

Reduction of noise and vibration in spur gear experimentally by using asymmetric teeth

profiles with tip relief was presented. Both of classical (symmetric) and asymmetric (with and
without tip relief) spur gears are used in this work. Gear test rig was constructed to achieve
torsional vibration measuring, and two modified cutters are designed and manufactured to
achieve tooth profile modifications. First to cut asymmetric gear tooth with pressure angles
(14.5°/25 °) without tip relief for loaded and unloaded tooth sides respectively, and second to cut
asymmetric gear tooth with pressure angles (14.5°/25 °) for loaded and unloaded tooth sides
respectively with tip relief to achieve best dynamic performance. Dynamic load factor,
transmission error and noise level are carried out in this work. Final results showed improvement
in dynamic load factor and noise level for asymmetric gear (with and without tip relief)
compared with classical spur gear

Key words: dynamic load factor, tooth transmission error, asymmetric tooth profile , tooth tip
relief.
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1. INTRODUCTION

Dynamic loads, vibration and noise level have been considered as a major problem in
transmitting machines especially at high speeds and heavy loads .Tooth transmission error
(Tm) and non linear mesh stiffness have been represented a major excitation sources for
vibration and noise in gear drive system, as the tooth transmission error defined as the
difference between actual and ideal position of driven gear . The aim of this paper is
reducing of dynamic load factors, transmission error and noise level by modifying gear tooth
profiles experimentally by using asymmetric teeth profiles with tip relief, where relief
defined as removing metal from the tip or the root of the teeth or from both, Smith, 1999.
Little literature attempted to investigate dynamic characteristics of spur gear system
experimentally. Munro, 1962 measured dynamic transmission error in spur gear pair, he
selected high precision spur gears with manufacturing errors much smaller than tooth
deflection, and he applied tooth profile modifications to achieve minimum static
transmission error at design load. Kubo, 1962 designed gear test rigs which were heavily
damped, he measured dynamic root stress and then estimated the dynamic factor. Smith,
1999 used two smaller optical rotary encoder made by Heidenhain Ltd. which had
become readily available and used extensively for rotary positioning system on tooth
geared system. His results indicated error below 0.1 second of arc at operating speed. Kang
,2009 indicted the shaft compliance effect on dynamic Tranmission error, he used
tangential accelerometer for measuring the gear motions in rotational, torsional and
translitional axis, he used spur and helical gears in his experimental work. In this work
gear test rig was built to achieve torsional vibration measuring, and two modified cutters
was designed and manufactured to achieve tooth profile modifications such as asymmetric
tooth profile with and without tip relief to improve dynamic load factor, transmission error
and noise level.

2. PROBLEM FORMULATION
Simple dynamic model with single degree of freedom has been employed in this work
;therfore , equation of motion will be, Hasan, et al,2014 :
m, X +cp,x +k, () x=F (¢D)
Where x(t) refers to dynamic transmission error of a gear pair along its line of action which
defined as:
x(t) = 15101 —1p2 0, —e(t) 2
51 & 1,,  represented base radius for pinion and gear respectively , 6; & 6, represented
angular displacement for gear and pinion respectively, and e(t) represented periodic static
transmission error , me equivalent mass, ky non linear mesh stiffness , ¢, non linear mesh
damping and F static load .
Dynamic load factor in gear drive system defined as the ratio of dynamic mesh load to static
load under operating speed

DLF = “& ©)
Dynamic mesh load in Eq. (3) defined as, Duboswky and Freudenstein, 1971:
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Fd = cpx +kp () x 4)

Sub. Eqg. (4) in Egs. (1) and (3). Dynamic load factor has been written in terms of second
derivative of transmission error as:

5

DLF = 1— == (5)
Where ( ¥ & x) measured by gear test rig experimentally as shown in next section .

3. GEAR TEST RIG

Test rig was constructed to analyze dynamic performance in gear drive system such as
dynamic load factor, transmission error and noise level. Three types of steel spur gear pairs with
a unity speed ratio (1:1) and a fixed center distance of 98 mm had been selected to be under the
test. The first type was symmetric spur gear with classical pressure angles (20 °/20 °). The second
type was asymmetric spur gear with pressure angles (14.5°/25°) for loaded and unloaded tooth
sides respectively. Third type was asymmetric spur gear with pressure angles (14.5°/25°) for
loaded and unloaded tooth sides respectively but with tip relief. All design parameters of the
symmetric and asymmetric spur gear drives with and without tip relief are listed in table (1). The
chemical composition of the spur gears (pinion and gear) and shafts material are inspected in
“Specialized Institute for Engineering Industries/Ministry of Industry & Minerals/Iraq” that was
listed in Appendix (A) .

A gear milling operation had been adopted to manufacture the test specimens (prototypes) of all
spur gears by using standard and modified gear milling cutters.

A standard HSS gear milling cutter of disc type had been adopted to cut symmetric prototypes
of spur gears (pinion and gear). According to the design specifications of DIN 3972, the cutter
number can be selected by depending on the gear design parameters to be cut, where each cutter
number was designed to cut a range of teeth number for certain pressure angle and module,
therefore; with gear design parameters ¢ = 20°, m, = 7 mm and z = 14 teeth, cutter No.2 in
Appendix (B) had been selected, where this cutter can be used to cut three gears with different
number of teeth (z = 14, 15 and 16 teeth) .

A modified HSS gear milling cutter of disc type with asymmetric involute profiles with
optimal fillet radii and without tip relief had been designed by Abdullah and Jweeg, 2012,
depending on the tooth profiles geometry. Asymmetric tooth profiles with tip relief had been
design depending on reduction in static transmission error by selecting appropriate amount and
location of tip relief on asymmetric tooth profile ( tip amount 40 micron , start relief lied on 0.33
base pitch on involute profile ) as shown in Fig.1 ,amount and extent of tip relief achieved
theoretical basis of spur gear profile relief design that established by Munro et ,al ,1990 and
palmer ,1999 .

The workshop drawings and manufacturing of these cutters had been achieved by “Acedes Gear
Tools Company (division of Furzeland Ltd.) / UK-England”. Final products of these cutters are
shown in Fig.2. Test rig (gear-shaft-bearing system) as shown in Fig.3 had been constructed
precisely to indicate dynamic load factor, transmission error and noise level under certain
external load and rotational speed values for symmetric , asymmetric and asymmetric with tip
relief spur gear . Two steel gears (pinion and gear) of the same diameter of 98 mm are fixed on
two steel shafts with diameter of 49 mm; where two ball bearings supported each shaft. AC
motor ( 3 KW, 2880 rpm, Three-phases, 220~230 Volt, 50~60 Hz, MeZ Electric Motors
Ltd./Czech Rep.) was used to provide sufficient amounts of the required torque to overcome the
overall inertias of mechanical components of test rig and steel flywheels with masses (5 kg , 15
kg , 25kg, 35 kg ) respectively. Speed control was automated by using a controller speed device
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(Variable Frequency Drive , Power range: from 0.4 to 3.75 KW, Three phase, 220~230 Volts,
50~60 Hz, Delta Industrial Systems Co. Ltd./ Taiwan) . A thick steel plate with dimensions (700
% 300 x 20 mm) was used as a platform for fixing the motor by using four bolts with diameter
of 10 mm and the fixed four housings by using four bolts with diameter of 12 mm for each
housing. The measurement system was designed to perform  measuring torsional vibration
components (61 and 6, ) for both pinion and gear. Uni-axial tangential accelerometer was
devised. Accelerometers (PCB Piezotronics, Model: 353B18, sensitivity: nearly 10 mV/g,
frequency range: 0 to 10 kHz) can be mounted tangentially at pinion and gear respectively as
shown in Fig4.

The accelerometers data are fed to the fixed frame through the end-of-shaft by using slip

rings (Jinapat SR, Model: LPT038). Signals transmitted from the slip rings are fed into a multi-
channel signal conditioner (PCB Piezotronics ICP Model 482C64) to condition and amplify the
data. Then, the signals are fed to Digital storage Oscilloscope that digitizes the analog signals at
a user defined sampling rate and monitoring signals in voltage amplitudes, Fig. 5 shows the flow
chart for measurement system .
Sound intensity levels can be measured by using a sound level meter (Model: SL-4022, IEC
61672 class 1, Microphone type: Electrical condenser, Measurement range: from 30 to 130 dB,
Lutron Electronic Enterprice Co. Ltd./Taiwan) by putting meter microphone vertically with a
distance 15 Cm above the gears engagement location to obtain purest sound signal as shown in
Fig. 6

4. RESULTS AND DISCUSSION

Digital storage oscilloscope shows accelerometers signals, but in voltage amplitudes, so these
data should be converted to acceleration values in (m/s®) by using accelerometer conversion
scale. Dynamic transmission error defined as the difference between axial displacement of pinion
and gear ; therefore, Sigview software (V 2.6) analyzed storage signals and integrated it twice
to carry out dynamic transmission error and dynamic load factor.

Fig. 7 shows the variation of noise levels (sound intensity level in dB) with rotational speed of
motor for both of asymmetric gear teeth with and without tip relief. Generally Tip relief in
asymmetric gear teeth reduced the noise levels of spur gear by around (10 -20) % in low
speeds (less than 1000 rpm) and by around (2 -5) % in high speeds ( more than 3000 rpm ).
Fig.8 shows dynamic load factors with rotational speed of motor for symmetric gear teeth with
pressure angles (20° /20 °) and asymmetric gear teeth with pressure angles (14.5° /25 °) without
tip relief . Generally asymmetric gear tooth with tip relief shows improvement in dynamic load
factors at all speeds except at super harmonic frequency which occurred at 1000 rpm .In high
speeds ( more than 2000 rpm) the dynamic load factor became greater compared with low speeds
and symmetric gear tooth recorded high peak of dynamic load factor at 2200 rpm which
approximate 6 for dynamic load factor .

Fig. 9 shows comparison between dynamic load factors with rotational speed of motor for
asymmetric tooth gear with and without tip relief , this figure shows convergence in results but
with improvement for asymmetric tooth without tip relief at low speeds ( less than 1000 rpm )
and improvement for asymmetric tooth with tip relief at high speeds ( more than 1200 rpm ) .
Fig. 10 shows the effect of different inertial loads on dynamic load factors for asymmetric gear
tooth with tip relief. (5kg, 15 kg and 25 Kg) fly wheels are used in gear test rig. In low speeds
(less than 1500 rpm) both of (5 and 25 kg ) flywheels showed improvement in dynamic load
factors compared with 15 kg flywheel . In high speeds (more than 1500 rpm) 15 kg flywheel
showed improvement in dynamic load factors compared with 25 kg flywheel which was
increased while 5kg inertia still better compared with both of (15 &25 kg) flywheels.
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Fig. 11 shows dynamic load factors for symmetric gear tooth with loaded pressure angle (20°)
and asymmetric gear tooth with tip relief and loaded pressure angle (25°) with rotation speed
Results showed improvement by around (51%) in asymmetric gear tooth at most speeds (higher
than 500 rpm) although loaded pressure angle in symmetric gear tooth lower than asymmetric
gear (25°) due to modified loaded tooth side by medium tip relief.

Fig.12 shows dynamic transmission error for symmetric and asymmetric tooth gear with
rotation speed, it's clear that asymmetric gear tooth showed improvement by around (50 %) in
dynamic transmission error compared with symmetric tooth gear at all speeds except (1000
rpm) .

Fig. 13 shows improvement by around ( 50%) in dynamic transmission error for asymmetric
gear tooth without tip relief compared with asymmetric gear tooth with tip relief at low speeds
(less than 1100 rpm ) ,for other speeds tip relief modification in asymmetric tooth profile
improve dynamic transmission error in spur gear by around (20-66 %) .

Fig. 14 shows the effect of different inertias on dynamic transmission error for asymmetric
tooth gear with tip relief , and three regions were remarked in this figure. In low speeds (less
1000 rpm) (5kg and 25 kg) flywheels showed improvement in results compared with 15 kg
flywheel , at speeds ( 1000 -2000 rpm) (15kg and 25 kg ) flywheels show improvement in
results compared with 5 kg flywheel , at high speed ( more than 2000 rpm ) 15 kg flywheel
shows improvement in results compared with (5 kg and 25 kg) flywheels .

Table 2 showed maximum dynamic load factors and maximum dynamic transmission errors that
were recorded in previous figures.

5. CONCLUSION

Noise level, Dynamic load factor and dynamic transmission error are carried out
experimentally in this paper. Results showed that the noise radiated from asymmetric gear drive
system was improved when asymmetric profiles modified by appropriate tip relief by around
(10 -20) % in low speeds and by around (2 -5) % in high speeds .
Asymmetric gear teeth with and without tip relief showed improvement in dynamic load factor
and dynamic transmission error compared with symmetric gear tooth where percentage
improvement reach (50 — 80) % in different rotations speed. Minimum flywheel (5 kg) used in
asymmetric gear drive showed lowest dynamic load factor compared with other flywheels
while (15) kg flywheel showed lowest dynamic transmission error compared with other
flywheels.
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Figure 4. Tangential accelerometer.

Figure 5. Noise measurement .

112



Number 9 Volume 21 September 2015 Journal of Engineering

Gear Test Rig

\ 4 \ 4

PCB Accelerometer PCB Accelerometer
PCB Piezotronics (353B18) PCB Piezotronics (353B18)

Slip Ring Slip Ring

A 4

PCB Signal conditioner

PCB Piezotronics (482C05)

Digital Storage Oscilloscope

A 4

Sigview Software

Equations (1-5)

Figure 6. Flow chart for measurement system.
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Table 1. Design parameters of symmetric, asymmetric and asymmetric with tip relief of spur gear

drive.
Gear parameter Symmetric gear | Asymmetric gear | Asymmetric gear
drive drive drive with tip
(pinion and gear | (pinion and gear) relief
(pinion and gear )
Pressure angle 20°/20° 14.5°/25° 14.5°/25°
Module 7 mm 7 mm 7mm
Face width 60 mm 60 mm 60 mm
Teeth number 14 14 14
Tooth addendum 7 mm 7mm 7mm
height
Tooth dendum 8.16 mm 8.16 mm 8.16 mm
height
Fillet radius 2.1 mm 2.1 mm 2.1 mm
Relief amount - - 40 micron
Relief specification - - 0.33 pb

Table 2. Maximum dynamic load factor and maximum dynamic transmission error for different

gear types.
Gear type Maximum Dynamic load Maximum Dynamic
Factor Transmission Error
(micron)
Symmetric 6.1 75
Asymmetric 4 40
Asymmetric with tip 3.2 45
relief (1 5kg)
Asymmetric with tip 3.3 35
relief ( 1 15kg)
Asymmetric with tip 4.2 65
relief ( 1 25kg)
Asymmetric with tip 3.4 32
relief ( 1 35kg)
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Internal Convective Heat Transfer Effect on Iraqgi Building Construction
Cooling Load

Khalid Ahmed Joudi Ali Naser Hussien
Professor Lecturer
College of Engineering-University of Baghdad department of Mechanical engineering -University of
Technology
E-mail: Khalid47joudi@yahoo.com E-mail: aaali_n@yahoo.com
ABSTRACT

This work involves the calculation of the cooling load in Iragi building constructions taking in
account the effect of the convective heat transfer inside the buildings. ASHRAE assumptions are
compared with the Fisher and Pedersen model of estimation of internal convective heat transfer
coefficient when the high rate of ventilation from ceiling inlet configuration is used. Theoretical
calculation of cooling load using the Radiant Time Series Method (RTSM) is implemented on the
actual tested spaces. Also the theoretical calculated cooling loads are experimentally compared by
measuring the cooling load in these tested spaces. The comparison appears that using the modified
Fisher and Pedersen model when large ventilation rate is used; modify the results accuracy to
about 10%.

Key words: surface conductance, Iragi building cooling load calculation.

(ALY Cus S AB) e Al &l Jaa o Jaaldly AR 81 ad) JUas) il

Opn pald As PET- .\.AA\ KVEY
i 560 ol A il o sk el il RS
Ladal)

Jals daall 551l Jlal Ll eyl o 3891 ae el oLl (o) 6 3, dea o e Il el
Alle @¥ara pladin) die Jdalal) 3 ) jal) JUSl Jalea (ppedd (8 iy il A8 jla ae i 8 (5 0l duia B A
(RTSM) gl e 31 AL Byl Aasiols U ylai a5l Jom ladind o5 Cidl (po o5l sgad ALl 4 54l
MJ\AA]\ Q\gw\o&gyﬂ\&;w@wujmﬁgﬁuw\J.\ﬁ).\ﬂ\d.q;u\ﬁ«ﬂhsa:\s:\s;‘)\.ﬂa‘ﬁ\;w

_%1()dd.aza}q;lc_‘\ljﬂ\$\§q&unﬁ,@x_ﬁ\QAB):\,\SQYM‘UM\Qujy})@@ﬁe\mld\a)&ki

A e A 3l Jes Gl = shad) Ala) ga sdni ) cilall)

119


mailto:Khalid47joudi@yahoo.com
mailto:aaali_n@yahoo.com

"m Number 9 Volume 21 September 2015 Journal of Engineering

1. INTRODUCTION

The nature of air motion in the air-conditioned space is one of the important features to provide a
uniform temperature, humidity, and velocity distributions to insure a comfort sense in this space.
In the other hand the air conditioning equipment energy cost as a result from the variation of heat
transfer by convection through the construction is influenced by the velocity and the configuration
of air movement in the space. Many efforts are made in this field to estimate the essential
parameters affect, to achieve the actual conception of the relation between the air movement and
heat transfer.

The internal heat transfer coefficient can be combined as the conductance in the inside of the
structure which is one component of overall heat transfer coefficient (U value). ASHRAE assumes
that the flow of internal air near walls and roofs by buoyancy only and sometimes called “still air”,
ASHRAE, 2009 and according to this assumption the values of the inside surface conductance h;
and the resistance R; given by ASHRAE assuming natural convection heat transfer. These values
indicated in table 1 are satisfied for many cases of air-conditioning, but the new studies of
convective heat transfer in buildings, showed that for other cases, natural convection film
coefficients significantly underpredict the rate of surface convective heat transfer, especially at
high rate of air movement. Results of experimental convective heat transfer validation inside room
found from Ferguson, 1979, and investigation of forced convective heat transfer coefficient at
high flow rate of air ventilation introduced by Kooi and Forch 1985, both works appear that the
convective heat transfer coefficient is impacted by the volumetric air flow rate and the air inlet
temperature.

Experimental cooling load calculations for the room done by Spitler et al. 1987 showed that the
assumption of an adiabatic floor and free convection from ceiling in air conditioning spaces were
incorrect. Convection coefficients correlated with twenty-seven data point by multi regression as a
function of temperature difference between air and building interior surface was introduced by
Khalifa and Marshall 1990 and these coefficients are differ from ASHRAE data. Alamdari
1991 studied the thermo-fluid analysis of the building environment using CFD model. Effect of air
inlet location on the thermal comfort and inside air motion were analyzed by Vazques et al. 1991,
and found that the temperature and flow field are greatly related to the air inlet location. A
convective internal heat transfer correlations were experimentally investigated by Spitler et al.
1991 depending on the ventilation rate by momentum number of air inlet, the correlations include
roof, wall, and floor internal convective heat transfer coefficients and for wall grille air inlet.

The study of Fisher and Pedersen, 1997 was correlated the value of the internal convective
heat transfer coefficient for ceiling inlet configuration as a function of an enclosure air change rate
per hour (ACH) within the range (3 < ACH< 100). The correlations are indicated in table 2 for
roofs, walls and floors. Fisher and Pedersen concluded that the error resulted in cooling load using
ASHRAE assumption of h; under predict the actual measuring values by more than 10%.

Djuneady 2000, Djuneady et al. 2003; Djuneady et al. 2004; Djuneady et al. 2005 simulated
the air flow pattern in the air conditioned room using the coupling between the Building Energy
Simulation (BES) and Computational Fluid Dynamics (CFD) (Fluent) model compared with
experimental measurement; they concluded that the inlet conditions of the air have significant
effect on the flow pattern.

The summary of concepts can be concluded from the above works that, the inlet air temperature,
velocity, and configuration are greatly affected the indoor air movement and the convective heat
transfer in the air conditioned spaces and then the accuracy of cooling load estimation. Also the
adoption of ASHRAE model of Inside surface conductance h; and the resistances R; given by
assumed natural convection heat transfer that illustrated in Table 1 are underestimate the cooling
load calculation in many cases of high rate air movement.
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Therefore the suitable correlations such as Fisher and Pedersen correlations that relate the inside
surface heat transfer coefficient to the air change per hour (ACH) should be adopted in cooling
load calculation at high rate of ventilation, these correlations gave practical estimation to inside
surface heat transfer coefficient and easy to use for ceiling inlet configuration (air supply from
ceiling diffusers).

The objectives of the present work are:

1. Using Fisher and Pedersen correlation of internal convective heat transfer coefficient for
ceiling inlet configuration listed in Table 2 in calculating of cooling load for three air
conditioned spaces with high rate of ventilation.

2. Repeat cooling load calculation in 1 above for the same spaces but using ASHRAE
model of convective heat transfer coefficient illustrated in Table 1.

3. Using Radiant Time Series (RTS) method which is the latest ASHRAE method of
cooling load calculation in 1 and 2 above.

4. Compare the results in 1 and 2 above with the actual experimental measurement of
cooling load for the three test spaces mentioned in 1 above, to explore the accuracy of
these results.

2. CALCULATION PROCEDURES IN RTS METHOD

2.1 Heat Gain Calculations in RTS Method

Wall and roof conductive heat input at the exterior at n hours ago is defined by the familiar
conduction equation:

Qitn = UA(Tetn—Ti) 1)

where T; is the indoor temperature and Tetn iS the sol-air temperature at n hours ago and is
expressed as:

u eAR(t)
Te,t—n = To,t—n + h_olt,t—n - I (2)

Conductive heat gain through walls or roofs can be calculated using conductive heat inputs for
the current hour and past 23 hours and conduction time series , ASHRAE 2009.

Qt = CioQit + Qi1 + CrQir2 + Cr3Qit-3  + ... + c123Qie23 (3)

Cro, Cr1, €tC. represent the conduction time factors. Multiplying of the conduction time factors by
the U value gives the periodic response factors, p; and Eq. (3) may be rewritten as:

t = prOA(Te,t - Ti) + prlA(Te,t—l - Ti) + -t pr23A(Te,t—23 - Ti) (4)

Periodic response factors, p, can be evaluated by using Periodic Response Factor / Radiant Time
Factor (PRF/RTF) Generator software published by lu and Fisher in 2001. at Oklahoma state
university. The program yields the conduction transfer function coefficients, the periodic response
factors, and the U value, by giving the physical properties of any structure with any number of
layers. These physical properties include; thickness, thermal conductivity, density, and specific
heat for each layer of a homogeneous material constituting the wall or roof. For non-homogeneous
materials and for air gaps and air films in and outside the structure, the equivalent thermal
resistance is the input instead of other physical properties.
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The heat gain from glass and the other components in the space can be calculated by reviewing
chapters 15 and 18 of ASHRAE Handbook of Fundamentals 2009.

2.2 Conversion of Heat Gain to Cooling Load

The heat gains of all components are divided into convective and radiative heat gain portions.
Table 14 in chapter 18 of ASHRAE Handbook of Fundamentals 2009 illustrates the
recommended radiative / convective splits for each component heat gain. The hourly convective
portion heat gain is directly converted to hourly convective cooling load, whereas the appropriate
radiant time series are applied to the hourly radiant portion heat gains to account for time delay in
conversion to cooling load.

The radiant time series or Radiant Time Factors (RTF) are the series of 24 factor denoted by r
in the present study and generated from heat balance procedures between interior surfaces radiant
heat gain and room air for different types of structures, fenestrations, and furnishing. These factors
are tabulated for specific cases, (as indicated in table 19 and 20 in chapter 18 of ASHRAE
Handbook of Fundamentals 2009) to use them directly for the certain application instead of
performing inside surface and room air heat balances. Converting the radiant portion of hourly
heat gains into hourly cooling loads is accomplished by the following equation ASHRAE 2009:

Qeirt = roQrt+ r1Qrt1 + rQri 2+ r3Qri 3+ ... +r3Qri_23 (5)

The hourly radiant portion cooling load calculated in Eq. (5) above is then added to the hourly
convective cooling load to obtain the total hourly cooling load for a certain component.

2.3 Inside Surface Heat Transfer Coefficient (h;)

The convective heat transfer coefficients in Fisher and Pedersen correlations are based on a
reference temperature measured in the supply air duct, which are calculated from the rate of
convective heat transfer and the temperature difference between the interior surface temperature
T,; and the supply air temperature T as follows (Fisher and Pedersen 1997):

hi(supply) = Qi/(Tsi —Ts) (6)

The use of supply temperature as the reference temperature provides larger temperature
differences between the surface and the air reference temperature, which enables the development
of more accurate exponents and convection correlations, as proposed by Spitler et al. , 1991a,
1991b).

Also the internal convective heat transfer coefficient can be calculated based on the room air
temperature T; as a reference temperature as follows ,Goldstein and Novoselac 2010.

hiroomy = qi/ (Ts; — T}) (7

The choice of reference temperature, as either room temperature (T;) or air supply temperature
(Ts), is dependent upon the dominant mode of convection within the room. If natural convection
dominates, then room temperature is appropriate as a reference as long as the air is well mixed.
However, as room air can be stratified due to the effect of buoyancy when natural convection
dominates, the temperature must be taken at multiple points vertically from floor to ceiling, and
averaged for an accurate reading. Whereas the choice of air supply temperature (Ts) as a reference
temperature is more appropriate when forced convection dominates ,Goldstein and Novoselac
2010.
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For building energy simulation programs or load calculation methods that utilize the room
temperature as the reference, the correlations developed as a function of supply air temperature
can easily be converted to correlations that utilize room air temperature as follows ,Goldstein and
Novoselac 2010.

hi(room) = hi(supply) * (;Z_;Sl) (8)
3. EXPERIMENTAL VERIFICATION OF RTSM

Figs. 1, 2, and 3 show the schematic floor plans of the three test spaces and the distribution of
temperature sensor that measured the inside and outside temperature. These figures also illustrate
the semi-conditioned space that neighbored to the test spaces and have temperatures higher than
the test spaces. The heat gain resulted due to this temperature difference denoted by due T.D. The
test spaces are 24 hr air-conditioned and have ceiling air inlet diffusers in the medical city in
Baghdad (33.3° N latitude and 44.4° E longitude), the three test spaces were as follows:

1. Statistics office in the maintenance building, which will be called space A.

2. Pharmacy store in the pharmacy department buildings, named space B.

3. Meeting room in burns care building designated space C.

Table 3 illustrates the shape of diffusers and the average air velocity across them, whereas the
construction component details of three spaces are listed in Table 4a for the external construction
of each space that exposed to external heat sources, and Table 4b for the internal construction of
each space that exposed to Temperature Difference T.D. only.

The air change per hour of ventilation of each space has ceiling inlet configuration and the
corresponding inside heat transfer coefficients h; are indicated in Table 5. These values of h; (Ts)
are calculated based on Fisher and Pedersen model using the supply air temperature as a reference
value. But h; (T;) that calculated based on average room air temperature as a reference value is
required. Therefore Eq. (8) is used for this purpose. A shaded boarded value in Table 5 will be
used as a modified surface resistance values.

Periodic response factors (PRFs) that are needed to calculate the heat gain of the roofs and walls
included R; of ASHRAE assumption and PRFs of roofs of spaces A, and B, and the ceiling and
walls of space C according to the new modified R; shaded boarded values in Table 5. PRFs are
calculated by inserting the thermal properties of the building materials in addition to the surface
resistances in the dialog box of PRF/RTF Generator program mentioned in section 2.1.

Thus, the theoretical cooling load can be calculated by apply Egs. (2, 4, and 5). And the values
of rs are selected from Table 19 in chapter 18 of ASHRAE Handbook of Fundamentals 2009
for heavy weight, no carpet and 10% of glass to wall ratio.

The experimental verification of the calculated cooling load was accomplished by measuring
the average indoor air temperature, the supply air temperature and the flow rate. The sensible heat
extraction was calculated as ASHRAE 2009:

Qsn = Mg * cp * (T; = T) ©)
where 1, = pV,/RT, (10a)
Vs = vg * Ac (10b)

and ¢, = 1.006 + 1.840 * w, (10¢)
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where the specific heat of dry air and water vapor were taken as 1.006, and 1.840 kJ/kg.K
respectively for the range of air conditioning temperatures and ws is the moisture content. The
approximated value of c, is equal to 1.012 kJ/kg.K.

The heat extraction rate is equal to the cooling load if the indoor temperature of the space is
constant. The latent load inside the space was zero for no occupancy.

4. RESULTS AND DISCUSSION

Cooling load calculations by ASHRAE and modified Fisher and Pedersen convective heat
transfer models appear that the average increase in cooling load of each hour calculated by
modified model is about 15.5 W (about 7%) for the roof of space A as shown in Fig. 4. This value
of increasing is low relative to the value of ventilation ratio which is 20.7 ACH and 7.5 °C
temperature differences between internal room surface and air supply. The low effect of the inside
surface conductance on the cooling load value of the roof of space A is due to the high overall
resistance and the thick material of this roof which weaken the h; effect.

For the roof of space B, Fig. 5 shows that the raising in cooling load of each hour is about 90
W (about 16.6%). This significant raising resulting from the difference in inside surface
conductance of ASHRAE model compared with that of modified model. According to ASHRAE
model inside surface conductance (h;) of the metal sheet suspended ceiling of space B is
2.1W/m?K (notes under Table 1) because of this metal surface is reflective and has low emittance
value, where h; is 15.44 W/m?K according to modified model at 13.19 air changes per hour and
the difference between internal room surface and air supply temperature of 8 °C.

Space C of 18.77 air change per hour and 9 °C surface temperature over than supply air
temperature is exposed to heat flow from the ceiling and all the external and internal walls. The
augmentation of cooling load components of each hour due to the modifying of interior heat
transfer coefficient model were: ceiling/ 39 W (about 17.9%), NE shaded wall/ 18 W (about
6.23%), NW wall/ 33.2 W (about 6.29%), and internal walls/ 41W (about 9.4%). The increase of
modified h; of the ceiling resulted in a significant increase in cooling load. The percentage of
increasing the cooling load of internal walls is higher than that of the external walls because of the
difference in overall resistance between them. The increase in thickness of the layers of building
materials increases the overall resistance of the roof or the wall and reduces the variation effects in
surface conductance. The overall increase in cooling load of each hour is 131.2 W (about 10%).
Fig. 6 shows the cooling load components that calculated by both ASHRAE and modified model
of estimating h;.

Figs. 7 to 9 show the variation of total cooling load of all components of three spaces which
are calculated theoretically based on baseline ASHRAE model and modified Fisher and Pedersen
model in addition to a measured heat extraction rate from the three tested spaces. On these figures
the variation of outdoor temperature, the average room air temperature, and supply air temperature
are graphed. Also the daily average indoor temperature T; which is used in theoretical calculation
and assumed as a constant temperature is written on figures.

The average theoretical cooling loads which are calculated by base (ASHRAE) and modified
Fisher and Pedersen model and the average measured heat extraction are mentioned on each figure
denoted by LCBav, LCMav and QMav respectively. These represent the daily average values that
calculated by summing the values for each hour along 24 hours and divided by 24.

The percentage difference ratios between measured and theoretical base cooling load and
between measured and theoretical modified cooling load are calculated as: ((LCBav - QMav)/
QMav)% and ((LCMav - QMav)/ QMav)% respectively. These percentage difference ratios are
used to discuss the results of Figs. 7 to 9 in the following.

Fig. 7 shows the theoretical cooling load for all components calculated by ASHRAE baseline
model and modified model in addition to measured cooling load for space A. The difference
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between the average measured value and the average calculated value in this space is (-8.6%)
compared with modified model and (-9.3%) compared with ASHRAE model. These values
represent the underestimation of the calculated cooling load compared to that measured.

Fig. 8 shows the baseline and modified model theoretical cooling load of space B in addition to
measured cooling load. The difference between the average measured heat extracted and the
average theoretical load is (-0.45%) in comparison with modified cooling load and (-2.8%) with
ASHRAE model.

For space C, the modified and baseline theoretical models cooling load compared with the
measured cooling load is shown in Fig. 9. The modified model that take in account the effect of
modified h; of ceiling and walls has the average modified result higher than average baseline result
by about 10 %. Whereas the average measured values of heat extracted are higher than average
theoretical results. The error values are about (-9.7%) for modified model and (-19.8%) for
ASHRAE model.

5. CONCLUSIONS

The following conclusions are found from the present work and pertinent for the variation of the

internal surface conductance and its effect on cooling load calculations:

1. A 20.7 air changes per hour with 7.5 °C temperature differences between internal room surface
and air supply increases the internal heat transfer coefficient of the non-reflective roof surface
according to modified model by about 14.6 W/m?K more than ASHRAE model which in turn
increases the heat gain value of heavy weight concrete roof with insulation and roofing
material by about 7%.

2. A 13.19 air changes per hour with the difference between internal room surface and air supply
temperature by 8 °C increases the internal heat transfer coefficient of the reflective roof
surface according to modified model by about 13.9 W/m?K higher than ASHRAE model. And
then increases the heat gain value of heavy weight concrete roof with insulation and roofing
material painted steel sheet suspension ceiling by about 16.6%.

3. The rate of air change per hour of 18.77 and 9 °C surface temperature over than supply air
temperature magnify the internal surface conductance by about 24.5 W/m?K of non- reflective
roof surface and 3.6 W/m?K of wall surfaces more than ASHRAE model. And thus increases
the heat gain by about 17.9% of heavy weight concrete roof with insulation and roofing
material, and 6.3% and 9.4% of double row perforated brick with stone sheathing of external
wall and hollow block interior partitions respectively.

4. The increasing in cooling load calculated by modified model lessen the underestimation of the
overall calculated cooling load values depending on ASHRAE model from the actual
measured values by 0.7% , 2.35%, and 10.1% as in cases of spaces A, B, and C respectively.
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NOMENCLATURE

A area m?

Cp specific heat of air kJ/kgK

Cs conduction time factor

hi,ho inside, outside heat transfer coefficient ~ W/m’K
I solar radiation wW/m?

me air mass flow rate kg/s

p atmospheric pressure pa

Pr periodic response factor W/m?K

Q heat W

R gas constant of air kJ/kgK

Ri internal surface thermal resistance ~ m2K/W
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the difference between the long wave radiation incident on the surface from the sky and

radiant time factor

W/m?

T temperature °C

t time sec

U  overall heat transfer coefficient W/m?K
v,  airsupply velocity m/s
V's air supply volume flow rate m*/s
W moisture content KQwater/KQair
Greek Symbols

e emittance of the surface

m absorptivity of the surface

Subscripts

a air
c cross sectional (diffuser area)

e sol-air (Temperature)

i indoor

0 outdoor

s supply

t total (solar radiation), time (others)

Abbreviations
ACH Air Change per Hour
due T.D due temperature difference

LCBav average Calculated Baseline Load w
LCMav average Calculated Modified Load wW
PRF Periodic Response Factor W/m2K
QMav average Measured Load wW

RTS Radiant Time Series

RTSM Radiant Time Series Method

tot. calc.base total cooling load calculated according to base (ASHRAE) model W
tot. calc.Mod. total cooling load calculated according to modified model W

Table 1. Surface conductances and resistances for air, ASHRAE 2009.

Position of Direction Nonr_eflectiv*e surfaces . Reflective surfaces
surface (assume of Emittance, &= 0.90 | Emittance,c=0.20 | Emittance,e=0.05
still air) heat flow | M Ri h | Ri h | R
Wim°K m°K/W W/m°K | mKIW | WmK | m°K/W
Horizontal Upward 9.26 0.11 5.17 0.19 4.32 0.2
Sloping at 45° Upward 9.09 0.11 5.00 0.20 4.15 0.24
Vertical Horizontal 8.29 0.12 4.20 0.24 3.35 0.30
Sloping at 45° | Downward | 7.50 0.13 341 0.29 2.56 0.39
Horizontal Downward | 6.13 0.16 2.10 0.48 1.25 0.80

* Surface emittance of ordinary building materials is 0.9 and for metals and metal paint between
0.05and 0.5
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Table 2. Heat transfer coefficients for ceiling inlet configuration (air supply from ceiling diffuser)
,Fisher and Pedersen 1997.

Surface type Correlation
Walls h=0.19*ACH"0.8 (W/m’K)
Floor h=0.13*ACH"0.8  (W/m’K)
Ceiling h=0.49*ACH"0.8  (W/m’K)

Table 3. Diffuser shapes, dimensions, and air flow measuring data.

Space A B C
Average velocity m/s 6 7.133 1
. 5,
Diffuser shapes ‘ ‘ 024m| 03m - 0.5 m
Table 4a. External wall, roof and floor construction details of tested spaces.
Spaces Constructions (from outside to inside) Direction 2
and aream
Wall External a}ir conductance +3 cm of cement plagter +30 cm thermo-stone | NE=8.32
+1.5cm juss plaster +1 cm gypsum plaster + internal air conductance NW=15.05
A External air conductance +4 cm of cement shtyger +5 cm of sand +1cm of
Roof | felt and membrane +5 cm of sty-rubber + 15 cm of high density concrete 22.25
+ air gap +acoustic tiles in suspended ceiling + internal air conductance
Wall External ai_r conductance +2.5 cm of cement plgster +20 cm hollow block | SW=34.65
+1.5cm juss plaster +1 cm gypsum plaster + internal air conductance SE=18
B External air conductance +4 cm of cement shtyger +5 cm of sand +1cm of
Roof | felt and membrane +5 cm of sty-rubber + 20 cm of high density concrete 51
+ air gap + metal plates in suspended ceiling + internal air conductance
External air conductance +5 cm of helan stone+ 5 cm of cement mortor SW=17.2
C |Wall| +24 cm perforated brick +1.5cm juss plaster +1 cm gypsum plaster + SE=14 7'4
internal air conductance '
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Table 4b. Internal wall, roof and floor construction details of tested spaces.

Journal of Engineering

Spaces Constructions (from outside to inside) Area m?
Internal air conductance +1 cm gypsum plaster +1.5cm juss plaster +20 cm
Wall |hollow block +1.5cm juss plaster +1 cm gypsum plaster + internal air|7.92
A conductance
fl Internal air conductance +20 cm of high density concrete+3cm cement
oor A . 22.25
mortar+2.5cm mozaek tile +internal air conductance
B lWall _Internal a_ir conductance +2mm of steel sheet +air gap+ 2mm of steel sheet + 40 635
internal air conductance
Internal air conductance +1 cm gypsum plaster +1.5cm juss plaster +20 cm
walls |hollow block +1.5cm juss plaster +1 cm gypsum plaster + internal air|20.87
conductance
C Internal air conductance +2.5cm granite tile+3cm cement mortar +30 cm of
ceiling|high density concrete+ air gap +1.5cm suspended ceiling +internal air|17.76
conductance
door |Internal air conductance+5cm wood+ Internal air conductance 1.7

Table 5. Interior conductance according to Fisher and Pedersen model for the tested spaces.

Ts Ti Tsi hi(Ts hi(T; Ri(T;

spaces ACH °c °c Surface o W/(mz)K W /(rr12)K m2|(< /\3\/
Ceiling 24.5 5.53 20.74 0.048
A 20.7 17 22.5 Walls 24.5 2.145 8 0.12
floor 24 1.47 6.86 0.146

Ceiling 25 3.86 15.44 0.065
B 13.19 17 23 Walls 25 15 6 0.16
floor 24 1.023 7.16 0.14

Ceiling 24.5 5.12 30.7 0.0325

C 18.77 15.5 23 Walls 24.5 1.98 11.88 0.084
floor 23.5 1.36 21.76 0.046
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Figure 2. Schematic floor plan of space B .
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Figure 4. The effect of h; model on the cooling load of the roof of space A on 8" July 2011.

131



®

Number 9

Volume 21 September 2015

roof (hi=2.1)(ASHRAE)

600 -

Journal of Engineering

—+—roof (hi=15.44)(Mod.)

M

580 - =
560 -

Load (W)

540 -

520 -

500 T 1 1T 1T 1T T T T 7
123 456 7 8

9 10111213 141516 17 18 19 20 21 22 23 24

Time (hr) date 25/7/2011
Figure 5. The effect of h; model on the cooling load of roof of space B on 25™ July 2011.
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Figure 6. The effect of h; model on the cooling load of the ceiling and walls of space C on 15"
July 2011.
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Figure 7. Cooling load comparison for the calculated baseline and modified model with the
measured load of space A on 8" July 2011.
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Figure 8. Cooling load comparison for the calculated base and modified model with the measured
load of space B on 25™ July 2011.
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Figure 9. Cooling load comparison for the calculated base and modified model with the measured
load of space C on 15" July 2011.
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ABSTRACT

Mixed convection heat transfer in a vertical concentric annulus packed with a metallic porous
media and heated at a constant heat flux is experimentally investigated with water as the working
fluid. A series of experiments have been carried out with a Rayleigh number range from
Ra=122418.92 to 372579.31 and Reynolds number that based on the particles diameter of
Rey=14.62, 19.48 and 24.36. Under steady state condition, the measured data were collected and
analyzed. Results show that the wall surface temperatures are affected by the imposed heat flux
variation and Reynolds number variation. The variation of the local heat transfer coefficient and the
mean Nusselt number are presented and analyzed. An empirical correlation has been proposed for
computing the Nusselt number for the geometry and boundary conditions under investigation.

Key words: mixed convection, concentric annulus, metallic porous media, constant heat flux.
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1. INTRODUCTION

Heat transfer in porous media received great interest for many years because of the improved in
the heat transfer performance without proportionate increase in hydraulic resistance. It is well
known that the porous structure reduces the thickness of the boundary layer, increases the surface
area that in contact with the fluid and intensifies the mixing of the flowing fluid, and thus enhances
the thermal heat transfer. Flow and heat transfer through channels packed with porous media are
widely studied because of their potential applications in thermal management such as compact heat
electronic exchanges, solar collector, nuclear reactor cooling and regenerators. Packed bed has been
developed for different types of porous materials with specific intent to enhance the heat transfer
from the thermally loaded surfaces. Because of the random structures of porous media, they will be
different in engineering, physical and thermal properties, Venugopal, et al., 2010. As a result, flow
and heat transfer characteristics in these media also greatly differ. Renken and Poulikakos, 1990
investigated experimentally and numerically the forced convection heat transfer in the packed bed
areas of an occupied parallel plate channel whose walls maintain a constant temperature. Based on
this study, porous media needs to be considered as a viable alternative for the transfer of heat
enlarge in forced convection heat transfer in channels. Pu, et al., 1999, used R-113 loop in
performing the experiments of mixed convection heat transfer in a vertical packed channel with
asymmetric heating of opposing walls. Chrome steel beads of 6.35 mm in diameter were used as a
porous media. The experiments were carried out in the range of 2<Pe<2200 and 700<Ra<1500. The
measured temperature distribution indicated the existence of a secondary convective cell inside the
vertical packed channel in the mixed convection regime. A correlation equation for Nusselt number
in terms of Peclet number Pe and Rayleigh number Ra was obtained from experimental data. They
found that the following three convection regimes exist: natural convection regime: 105< Ra/Pe,
mixed convection regime: 1<Ra/Pe<105, and forced convection regime: Ra/Pe< 1. Dirker, 2000
presented a comparison of the literature that involving heat transfer in the ring. Their comparison
showed that there was a need for more research in the field of links convection heat transfer in
concentric ring as they found a little agreement among the existing relationship. Empirical
relationship for predicted Nusselt number in the ring had been developed with water as the working
fluid. Boomsma and Poulikakos, 2002 showed the results of experimental studies performance to
assess the hydraulic characteristics of open cell aluminum foam of different pore diameters and pore
in each of the compressed and non-compressed format. The study was done mainly to predict
important parameters permeability coefficient foam, precisely in order to describe the pressure drop
versus the flow behavior in the porous media. Hussein, et al., 2009 experimentally and theoretically
studied the convective heat transfer in vertical concentric annulus where the two cylinders filled
with porous medium. They concluded that the behavior of temperature profile were the same for any
diameters ratio and any different heat flux. The relation between Nu and Ra was proposed and the
results showed good agreement between experimental and theoretical studies. The potential of a
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simple and inexpensive porous insert was experimentally investigated by Venugopal, et al., 2010.
The porous inserted consists of a stack of metallic perforated plates that used to enhance the heat
transfer from the heated wall of a vertical rectangular duct under forced flow conditions. The
characteristic features of the porous medium model on the hydrodynamic and heat transfer behavior
were investigated. The key novelty in this work was the development of a new correlation for the
Nusselt number that did not require any information from hydrodynamic studies. The largest
increase in the average Nusselt number of 4.52 times that for clear flow was observed with a porous
material of porosity of 0.85. Andrea, et al., 2012, investigated experimentally the air forced
convection through electrically heated open-cells copper foams with different number of pores per
unit of length (PPI) with constant porosity (¢=0.93) and foam core height of 40 mm. The
experimental heat transfer coefficient and pressure drop measurements permitted to understand the
effects of the pore density on the heat transfer and fluid flow performance of the foams. They
compared different enhanced surfaces, which can be considered suitable for electronic thermal
management against present author’s experimental measurements for 40 mm high aluminum foams
at the same operative test conditions.

To the best of the authors' knowledge, there is no existing experimental study on the mixed
convection heat transfer in a saturated concentric annulus that filled with metallic porous media. So
we proposed the present study to cover this shortage in the understanding of the flow and heat
transfer in porous enclosure with mixed convection effects.

In the present work, mixed convection heat transfer in a vertical saturated concentric porous
annulus subjected to a constant heat flux, is examined experimentally with water as the working
fluid. The main objective is to study the influence of mixed convection heat transfer on the flow
field and the associated heat transfer process in such system. The influence of heat flux and mass
flux variation on wall temperatures and Nusselt number are investigated and analysed then a general
relation that describe the overall process is presented.

2. EXPERIMENTAL APPARATUS AND PROCEDURE
2.1 Experimental Apparatus

The experimental investigation is carried out in an apparatus shown in Figs. 1 and 3. The
apparatus has been constructed to achieve the requirements of the present study and it consists of the

following major assemblies:

1- Test section

As shown in Fig. 2, the test section consists of two stainless steel cylinders that form a concentric
annulus of length L=63 cm. The inside and outside diameters of inner cylinder are
(Di=40 mm, D,=41mm) and the inside and outside diameters of outer cylinder are (D;=80 mm,
D,=82 mm). The inner and the outer cylinders are assembling together by means of two Teflon
flanges to form the concentric annulus test section. The Teflon flanges is used to reduce the
dissipative heat transfer from the test section ends and to support the inner and outer cylinders in one
concentric annulus by pushing them between the Teflon flanges inner and outer diameters (D;=39
mm, D,=83 mm). The wall thickness of each Teflon flange is 1.5 cm. Four holes are drilled in each
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Teflon flange as shown in Fig. 2 but with different purposes. The holes in the lower flange are used
to distribute the incoming water from the liquid splitter and guide it uniformly to inter the test
section, while the holes in the upper flange are used as an exit passage for the thermocouples
extension wires that used to measure inner cylinder wall temperatures. The upper flange holes are
filled with a relatively high temperature adhesive material to support the thermocouples extension
wires and to prevent water infiltration. The concentric annulus is packed with stainless steel beads,
essentially spherical in shape with an average particles diameters of d,=6 mm. A metallic O-Ring
with holes (less than 6mm in diameter) is used to support the metallic porous media 13.5 cm far
from the test section lower end and to form an entrance length to achieve a uniform inlet water
velocity profile to the porous packing. The length of the porous packing was designed to be 40 cm
as shown in Fig. 2, and the water was then derived out of the test section by a tube that mounted at
9.5 cm far from the test section upper end. A uniform heat flux is provided on the outer surface of
the concentric annulus by a nickel-chrome wire of 1 mm in diameter, which is electrically insulated
and warps around the outer surface of the concentric annulus along the test section part that filled
with the metallic porous media (40 cm). This steel wire is supplied with AC-current from a voltage
regulator, to control the incoming current according to the heat flux desired. The test section is well
insulated outside with asbestos and fiber glass wool layers of 15 mm and 50 mm thickness,
respectively. The concentric annulus outer surface and inner surface temperatures are measured by
(18 K-type) thermocouples, which were distributed equally within nine sections along the outer
surface and inner surface of the concentric annulus as shown in Fig. 2. Another (5 K —type)
thermocouples were used to measure the water bulk temperature distribution by inserting these
thermocouples inside the test section through holes on the outer surface of the concentric annulus as
shown in Fig. 2. These holes are filled with a relatively high temperature adhesive material to
support the thermocouples extension wires and to prevent water infiltration. The temperature
distribution on the outer surface of the insulation shield are measured using (4 K-type)
thermocouples distributed in an equal pitch, to calculate the heat lost during the experiment by
referring to the temperature difference between the heater wall and the ambient. The heat lost is
found to be approximately 6% during the whole range of the imposed heat flux. A digital electronic
thermometer (type IDC-420042), is connected in parallel to the thermocouples by leads through a
selector switches, to record the temperature measurements.

2- Water supply

As shown in Fig. 1, the liquid supply assembly consists of water tank, valve, filter, flowmeter
(0.8 LPM full range) and liquid splitter, which are placed adjacent to the test section. A drain
reservoir was placed at the test section exit to collect the water. When the water exit from the test
section, it was forced to flow through a flexible tube that raise the water to a higher elevation (AH)
before it collected in the drain reservoir. The purpose of this arrangement at the test section exit is to
control the test section pressure and to ensure that the water pressure inside the test section is higher
than the atmospheric pressure.

3- Electrical power measurement
The constant heat flux is supplied by using electrical circuit of alternating current that includes:
A) Voltage regulator.

B) Transformer.
C) Voltmeter.
D) Ammeter.
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2.2 Experimental Procedure

Before starting the experimental measurements and in order to degas the air from the packed
annulus, the valve is opened in such a manner that the water flow at the flowmeter full range (0.8
LPM) and a moderate heat flux is applied for two to three hours. Then, the valve is adjusted to give
the required water flow rate. Each experiment is performed using the following procedure:

1) The valve that connected to the water tank is adjusted to give the required water flow rate
which is measured by the flowmeter.

2) The electrical power is switched on, and the heater input voltage is adjusted by a voltage
regulator to give the required voltage and current.

3) The supplied voltage and current to the heater are recorded to calculate the required
electrical power in accordance to the heat flux required.

4) The apparatus is left for two to three hours to establish the steady state condition. The
thermocouples readings are collected every half an hour. When the difference between two
readings became almost constant, the steady state condition is fixed and a final reading is
recorded.

To obtain a new set of experiments under the same water flow rate, a new electrical power is

selected, and the procedure from step 2 to 4 is repeated.

The net heat flux to the saturated porous media is determined from recording the electrical power

supplied to the heater and applying the following equation:

qw = Fp/A 1)
where;

Po= electrical power consumed by heater = IxV.

| = current flow through the heater.

V = voltage across the heater.

A = surface area of the annulus outer cylinder.

Heat losses from the heater across asbestos and fiber glass wool layers are calculated to be 6%
while the heat losses from the axial direction through the Teflon flanges are found to be small and
neglected. These losses are subtracted from the electric power to obtain the net heat transfer rate.

3. HEAT TRANSFER CALCULATIONS
It is important to calculate the absolute permeability (K), the effective thermal conductivity
(kege) and the porosity (&) of the saturated porous media, as they are used in the dimensionless

groups that govern the fluid flow and heat transfer calculations.
According to Nield and Bejan, 2006:

__ £dp
" 180(1-¢)? (2)
kete = €ky + (1 — €)kg 3)
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where k; and k are the thermal conductivities of the water and the solid porous media, respectively.
The porosity of the packed stainless steel beads is found experimentally using the expression, Nield

and Bejan, 2006:
Vol —Volsori
£ = Oltotal—VOlsolid (4)
Voleotal

3.1 Reynolds Number
The Reynolds number can be defined according to the particle diameter and the fluid velocity at
the inlet as:

Rey = 2l 5)
v
3.2 Grashof and Rayleigh Number

The Grashof number can be defined as:

_ g.BKQWDfZ;
Gr = ke 77 (6)

then Rayleigh number (Ra) can be calculated using the following equation:
Ra = Gr Pr (7)

3.3 Local and mean Nusselt Number
The local heat transfer coefficient at the heated wall can be defined as:

h=—Iw_ (8)

T TW-Tp

Hence, the local and the mean Nusselt number can be calculated as, Nield and Bejan, 2006 :

hD D
Nu = n _ qw Dp 9)
ket kett (Tw—Tp)

1 L
Nu,, = Zfo Nu dy (10)

The thermophysical properties of the water-stainless steel beads that used in the present study are
listed in Table 1 and the physical parameters for the stainless steel beads are listed in Table 2.

4. RESULTS AND DISCUSSION

A series of experiments have been carried out with a heat flux range from q,, = 3912 W/m? to
11907 W/m? (Ra=122418.92 to 372579.31) and volumetric flow rate of Q = 0.3, 0.4 and 0.5 L/min
(Req=14.62, 19.48 and 24.36). The temperature distribution along the inner and the outer annulus
surfaces is measured and presented. The influence of heat flux variation and Reynolds number
variation on the local and mean heat transfer coefficient is discussed and analyzed. Finally, a general
correlation for the mean Nusselt number Nu,, as a function of the parameters (Ra/Re) is derived to
describe the overall fluid flow and heat transfer behavior in the porous annulus.
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4.1 The Influence of Heat Flux and Reynolds Number on the Surface Temperature
Distribution.

Figs. 4-6 show the influence of the imposed heat flux variation on the distribution of the outer
annulus surface temperature for Re;=14.62, 19.48 and 24.36, respectively. A general trend can be
seen from Figs. 4-6, that the outer annulus surface temperature increases as the heat flux is increased
for the same Reynolds number value. When the imposed heat flux is increased (with a constant
Reynolds number), the buoyancy effect increases and causes a faster growth in the thermal boundary
layer along the porous annulus surface that will be associated with an increased in the outer annulus
surface temperature values.

Figs. 7-9 show the influence of the imposed heat flux variation on the distribution of the
temperature difference between the outer and the inner annulus surface temperature
[ATW:TW, outer annulus surface — TW, inner annulus surface] for Req=14.62, 19.48 and 24.36, respectively.
Figs. 7-9 show that the temperature difference (AT,) increases as the imposed heat flux is increased
for the same Reynolds number. It is clear from Fig. 7, that for a low Reynolds number (Res=14.62)
the fluctuation in the temperature difference (AT,,) values with the axial distance is mild except for
gw = 11907 W/m?. When the heat flux is supplied on the outer annulus surface, the buoyance force
will caused an induced mass flux that will oppose the incoming cold-fluid and drive the hot fluid
from the vicinity of the outer heated wall towards the inner insulated wall and rising its temperature.
For low Reynolds number values, the buoyance effect increases and results in a faster heat transfer
from the outer to the inner annulus surface and as a consequence a smaller temperature difference
(ATy) as shown in Fig. 7.

While for a higher Reynolds numbers of Req=19.48 and 24.36 Figs. 8 and 9, the temperature
difference (ATy,) increases with the axial distance and reaches its maximum value at Z=0.2 m from
the annulus entrance section and then it decreases downstream up to the annulus exit section. This
behavior can be explained based on the interaction between the buoyancy force and the inertia force
of the incoming cold-fluid. In the annulus entrance region the buoyancy force is still limited in
comparison with the inertia force of the incoming cold-fluid, and this will caused a retreat in the
thermal boundary layer growth from the outer annulus surface towards the inner annulus surface.
The domination of the incoming cold-fluid effect in the entrance region will cause a faster
temperature rise in the outer annulus surface and continues increased in the temperature difference
(ATy) with the axial distance to a point located at Z=0.2 m from the annulus entrance section as
shown in Figs. 8 and 9. In the region downstream of Z=0.2 m, the buoyancy force becomes stronger
due to the continuous heating and it will be able to overcome the inertia force of the incoming cold-
fluid. This will result in mobilizing more hot fluid from the vicinity of the outer heated wall towards
the inner insulated wall to rise its temperature and consequently we observe a remarkable decreased
in the temperature difference (AT,) as shown in Figs. 8 and 9. Another observation is made from
Figs. 7-9, that for higher Reynolds numbers (Req=19.48 and 24.36) the temperature difference (ATy)
increases suddenly at the annulus exit section. This can be attributed to the higher fluid mixing at the
annulus exit section as the hot fluid try to find its way out through the drain tube and this caused a
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reduction in the inner annulus surface temperature and an increased in the temperature difference
(ATy) at the annulus exit.

Figs. 10-14 show the influence of Reynolds number variation on the distribution of the outer
annulus surface temperature for gy = 3912 W/m? to 11907 W/m?. The figures show that the surface
temperature decreases as the Reynolds number increased for the same heat flux value. When the
Reynolds number increased the thermal boundary layer retreat along the heated wall and as a
consequence a higher heat transfer rate can be expected that associated with a decrease in the outer
annulus surface temperature.

Figs. 15-19 show the influence of Reynolds number variation on the distribution of the
temperature difference between the outer and inner annulus surface temperature
[ATW:TW, outer annulus surface — Tw, inner annulus surface] for Qw = 3912 W/mz to 11907 W/mz- Two different
relationships between the temperature difference curves (AT,) can be seen depending on the
magnitude of the imposed heat flux.

At low heat fluxes, gy = 3912 W/m? and 5511 W/m? |Figs. 15 and 16, the temperature difference
(ATy) decreases as the Reynolds number is increased except at Z=0.2m. For low heat fluxes the
buoyancy effect is limited and the thermal boundary layer will grow in the vicinity of the heated
wall only, and as a result the inner annulus surface temperature will mainly effected by the incoming
cold-fluid. As the Reynolds number increased, the heated wall (outer annulus surface) temperature
will decreases due to the incoming cold-fluid effect and the temperature difference (AT,,) between
the outer and inner annulus surface will decrease as shown in Figs. 15 and 16.

While for higher heat fluxes, qw = 7382 W/m? to 11907 W/m? ,Figs. 17-19, a gradual inversion
can be seen in which the temperature difference (AT,) decreases as the Reynolds number is
decreased. For high heat fluxes the buoyancy force is dominant over the inertia force of the
incoming cold-fluid throughout the porous annulus. As the Reynolds number is decreased, the
buoyancy effect more increases and causes a rapid movement of the hot fluid from the vicinity of
the outer heated wall towards the inner insulated wall rising its temperature and reducing the
temperature difference (ATy) as shown in Figs. 17-19.

Figs. 15-19 also show that the temperature difference (AT,) values at the annulus exit section are
always higher for Req= 24.36 and then decreases as the Reynolds numbers is decreased. As
mentioned earlier, when the hot fluid try to find its way out from the annulus exit section through
the drain tube, a reduction in the inner annulus surface temperature is recorded due to the reduction
in the hot fluid amount that mobilized from the vicinity of the outer heated wall towards the inner
wall. This reduction in the inner annulus surface temperature increases for higher Reynolds numbers
and causes the temperature difference (ATy,) at the exit section to be maximum at Req= 24.36.

4.2 Local Heat Transfer Coefficient.
A general behavior can be seen from the distribution of the local heat transfer coefficient in

Figs. 20-25, that the local heat transfer coefficient decreases from the channel inlet to a point where
it reaches its minimum value and then it increases downstream up to the channel exit. At the channel
inlet, the small thickness of the thermal boundary layer results in high temperature gradients at the
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heated wall and high heat transfer coefficient. As the thickness of the thermal boundary layer
increases downstream, the heated wall temperature gradients decreases and causes a reduction in the
heat transfer. As a result, the local heat transfer coefficient reaches its minimum value, after which
the porous media plays a crucial role in the enhancement of heat transfer by conducting more heat
from the heated wall to increase the fluid bulk temperature and as a consequence increases the local
heat transfer coefficient values up to the channel exit.

Figs. 20-22 show the influence of the imposed heat flux variation on the distribution of the local
heat transfer coefficient at the heated wall for Re;=14.62, 19.48 and 24.36. It can be seen from these
figures that the local heat transfer coefficient increases as the heat flux is increased for the same
Reynolds number value. This can be attributed to the fact that for higher heat fluxes the buoyancy
effect increases and the thermal boundary layer growth is more rapidly and causes a smaller
temperature difference between the fluid bulk temperature and the heated wall temperature and as a
result a higher local heat transfer coefficient will be attended.

Figs. 23-25 show the influence of Reynolds number variation on the distribution of the local heat
transfer coefficient at the heated wall for g = 3912 W/m?, 7382 W/m? and 11907 W/m?. It can be
seen from these figures that the local heat transfer coefficient increases as the Reynolds number is
increased for the same heat flux value. When the Reynolds number is increased, a reduction in the
thermal boundary layer thickness occurs with the domination of the incoming cold-fluid effect and
this will cause a larger fluid mixing and higher local heat transfer coefficient values.

Another observation is made from Figs. 23-25, that the point of the minimum value of local heat
transfer coefficient is moving towards the channel inlet as the imposed heat flux is increased. At
gw = 3912 W/m? Fig. 23, the the local heat transfer coefficient curves reaches its minimum value at
Z=0.2 m from the annulus entrance section, while this point is moving to Z=0.1 m at q,, = 7382
W/m? |Fig. 24 and Z=0.05 m at g, = 11907 W/m? ,Fig. 25. As the heat flux increases, the buoyancy
force increases and its effect start to arise from the channel inlet and causes an increase in the local
heat transfer coefficient values and as a consequence a retreat in the point of the minimum value of
local heat transfer coefficient towards the channel inlet.

4.3 Mean Nusselt Number.
The relationship between mean Nusselt number and Rayleigh number are plotted in Fig. 26 for

Reyq=14.62, 19.48 and 24.36. It shows an increase in the mean Nusselt number as Rayleigh number
is increased for the same Reynolds number value. This can be attributed to the increase of the
buoyancy effect for higher Rayleigh number values which improves the heat transfer process.

The relationship between mean Nusselt number and Reynolds number are plotted in Fig. 27 for
Ra=122418.92 to 372579.31, which shows an increase in the mean Nusselt number as Reynolds
number is increased for the same Rayleigh number value. This can be attributed to the higher fluid
mixing that associated with the domination of the incoming cold-fluid effect, which causes a clear
heat transfer enhancement for higher Reynolds number values.
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4.4 Correlation of Average Heat Transfer Data.

The values of the mean Nusselt number (Nuy,) are plotted in Fig. 28 against (Ra/ Rey) for the
range of Ra=122418.92 to 372579.31, and Rey=14.62 to 24.36. All the points as can be seen are
represented by linearization of the following equations:

Nu,, = c(Ra/Re;)™ [c=2.227 &m = 0.144] (12)

It can be seen from Fig. 28 that the correlated mean Nusselt number increases with the
increasing of Rayleigh number and Reynolds number.

5. COMPARISON WITH PREVIOUS EXPERIMENTAL RESULTS

K. Muralidhar, 1988 conducted a theoretical study on the mixed convective heat transfer in
saturated porous annulus, where the inner cylinder is heated and the outer cylinder is cooled. This
work is the closest previous published work that found in the literature using the same setup with
mixed convection except that it is a theoretical study and the fluid is heated at a constant
temperature along the inner cylinder. The average Nusselt number of a vertical annulus as a function
of Rayleigh number for different Peclet numbers is shown in Fig. 29. It can be seen from Fig. 29
that the average Nusselt number increases when the Rayleigh number is increased and when the
Peclet number increased. The behavior shown in Fig. 29 agrees with the present work results that
shown in Fig. 26 (the mean Nusselt number increases as Rayleigh number is increased for the same
Reynolds number value) and in Fig. 27 (the mean Nusselt number increases as Reynolds number is
increased for the same Rayleigh number value).

6. CONCLUSIONS
The main conclusions of the present work are:

1- The temperature difference (AT,,) increases as the imposed heat flux is increased.

2- For low Reynolds number (Res=14.62) and with higher buoyance effect, the temperature
difference (ATy) exhibit a moderate fluctuation with the axial distance.

3- For high Reynolds numbers (Req=19.48 and 24.36) and with higher effect of the inertia force
of the incoming cold-fluid, the temperature difference (AT,,) increased with the axial distance
and reached a maximum value at Z=0.2m from the annulus entrance section and then it
decreased downstream up to the annulus exit section.

4- At low heat fluxes [qw = 3912 W/m? and 5511 W/m?], the temperature difference (ATy)
decreased as the Reynolds number increased. On the other hand, for higher heat fluxes
[qw = 7382 W/m? to 11907 W/m?] a gradual inversion can be seen in which the temperature
difference (AT,) decreased as the Reynolds number decreased due to the domination of the
buoyancy force over the inertia force of the incoming cold-fluid.

5- The local heat transfer coefficient increased with the increased of the imposed heat flux and
Reynolds number.

6- Mean Nusselt number is increased with the increased of Rayleigh number and Reynolds
number.
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8. NOMENCLATURE

A = area, m?.
B = expansion

coefficient, K™,

dp = mean diameter, m.

Dy, = hydraulic
& = porosity.

diameter, m.

K = absolute pearmability, m.
ke = effective thermal conductivity, W/m?. K.
Gr = Grashof number.
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h = local heat transfer coefficient, W/m?.K.

L = effective heating length, m.

Nu = Nusselt number.

Pr = Prandtl Number.

p = density, kg/m3.

Ra = Rayleigh number.

qw = heat flux, W/m?.

Q = volumetric flow rate, L/min.

Regq = Reynolds number based on the particle diameter.
T = temperature, K.

U;, = inlet velocity, m/s.

v = kinematic viscosity, m%/s.

Volgojiq = volume of the metallic porous media, m®.
Vol,oea = total volume of the concentric annulus, m®.

Subscript Meaning

b = bulk.
m = mean.
w = wall.
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Table 1. Thermophysical properties of the water- stainless steel beads system.

Property Symbol | Solid Liquid
- p
Density ke/m? 7833 988.1
. k
Thermal conductivity W/m K 151 0.644
Expansion coefficient Kﬁ_’ 0.451 x 1073
Dynamic viscosity kg/Mm s | 0.547 x 1073
Prandtl Number Pr 3.55

Table 2. Physical parameters for each size of the copper beads.

Mean diameter Porosity Permeability 1t
d,, (mm) £ K (m?)
6 0.4 3.556 X 10~°
+ Calculated experimentally with the use of Eq. (4).
1+ Calculated from Eq. (2). From liquid
supply
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Figure 1. Schematic of the experimental apparatus.
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Effect of Recirculation Ratio on the Uniformity Flow in a High Area Ratio of
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ABSRTACT

The uniform flow distrbiution in the multi-outlets pipe highly depends on the several parameters

act togather. Therefor, there is no general method to achieve this goal. The goal of this study is to
investigate the proposed approach that can provide significant relief of the maldistribution. The
method is based on re-circulating portion of flow from the end of the header to reduce pressure at
this region . The physical model consists of main manifold with uniform longitudinal section having
diameter of 152.4 mm (6 in), five laterals with diameter of 76.2 mm (3 in), and spacing of 300 mm.
At first, The experiment is carried out with conventional manifold, which is a closed-end. Then,
small amount of water is allowed by controling the valve located at the end of the manifold slowly.
The pressure and the flow distribution among the lateral pipes were recorded. Different inlet flows
have been tested and the values of these flows are (625, 790, and 950) I/min. The result reveals that
the conventional header give high non-uniform flow distrbution and the distribution of flow is
greatly improved by using the perposed methods . When the recircluting ratio is of 15%, the non-
uniform coefficient (the stander devation) is reduced from 0.48 to 0.13 which means improves in the
flow distribution by 75%.

Keyword: Flow distribution, manifold, uniform
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1. INTROUDUCTION

Multiple-outlet pipes, often referred to as manifolds, are used in many engineering applications such
as infiltration systems, (Burt et al., 1992), heat exchanger (Ranganayakulu et al., 1997), gas pipe
burners (Mishra et al., 2013), fuel cells (Kang et al., 2009), and ocean outfalls (Kang et al.,
2002).The flow rate distribution through the lateral pipes depends on the pressure difference across,
and, the shape of the header or manifold. Two main challenges of the multiple-outlet pipes are first,
to obtain a even flow distribution through lateral pipes, and second, to reduce the pressure loss along
the lenght of the manifold (Hsien and Hin, 2008, Tong et al., 2007). There are two types of
multiple-outlet pipes. One of these categories is dividing multiple-outlet pipes, wherein there is a
single inlet and multiple exits The other category is combininng multiple-outlet pipes, where there
are multiple inlets and a single exit. Combining-flow multiple-outlet pipes are discussed in (Graber,
2004, 2007), The present paper addresses dividing-flow multiple-outlet pipes.

A major study has been investigated by (Acrivos et al., 1959) for pipe spargers. they found that the
flow distribution depends on frictional pressure drop due to the miner and majer losses, and pressure
recovery due to the reduction in velocity in the flow direction. In addition, the results showed that
the high cross section area of distribution manifold give uniform flow distribution. Kim et al., 1995,
numerically investigated the effect of outlet header shapes on the flow distribution with the same
inlet velocity for three different header geometries (i.e., rectangular, triangular, and trapezoidal) with
the Z-type flow direction. Their results indicated that the triangular shape provided the best
distribution regardless the inlet flow rate. Zhe and zhong, 2003, and Zhang et al.,2004 conducted
the experimental studies as well as CFD simulation studies to understand the effect of manifold
configuration in plate heat exchangers. Tong et al., 2009, investigated the influence of the cross
sectional area of the header. They concluded that the simplest way to obtain outflow uniformity is to
enlarge the header to increase the cross sectional area or reduce the flow area ratio.

Hassan et al., 2008, studied numerically the effect of the area ratio (the ratio between sum of areas

of all outlets to the area of the main pipe) (AR) on the flow distribution through manifold with five
lateral pipes. The simulation results showed that the area ratio has a highly impact on flow
distribution through the lateral pipes.

Hassan et al., 2012, performed numerically model to predict the flow distribution in a square cross

section header with five branch channels. Three geometrical parameters were considered to
investigate their effect on flow distrbution. The geometrical parameters include the distance among
laterals, the length of the laterals, and the laterals size. Results showed that increasing the length of
the laterals and reducing lateral size give uniform flow profile at lateral outlet.

Fu et al.,, 1994, studied experimentally and numerically the flow distribution in distribution
manifold of square cross-section. Wang and Yu, 1989, studied experimentally the flow distribution
in inlet and outlet flow for solar collectors. The results show that the header systems can be
categorized as pressure regain type and pressure decrease type according to the static pressure
distribution along the multiple-outlet pipes. Kenji and Hidesato, 2005, presents an experimental
study to determine energy loss coefficients for smooth, sharp-edged tees of circular cross-section
with large area ratio. By using equations developed from the continuity, energy, and momentum
principles they expressed the loss coefficients with correspond correction factors needed in the
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equations. The comparison of the proposed equations with the experimental results obtained by
authors showed that the proposed equations with the correction factors gives good agreement with
the experimental results for the area ratio greater than 8.

The literature survey indicates that a flow uniformity are gaining importance in many engineering
applications. Also, it was found that impossible achieve this goal for conventional header has area
ratio greater than unity (area ratio, AR the ratio between sum of areas of all outlets to the area of the
main pipe). Wissam, 2005, studied numerically and experimentally several methodologies to
improve the flow uniformity in distribution manifold. One of these methodologies were study the
effect of drawing ratio (flow out from closed end of manifold) on the flow distribution at the
manifold diameter of 101.6 mm (4 in). The results showed that the flow drawing from the end of
manifold reduced the flow maldistribution through lateral pipes. The objective of the present study
is to investigate the effect of drawing ratio on the flow distribution at large header diameter 152.6
mm (6 in), different drawing ratio, and different entrance velocities.

2. EXPERIMENTAL SETUP

The test rig of this study is shown in Fig. 1. The rig was built at a selected site in Department of
Machinacl Engineering, University of Technology, Baghdad. The test rig, shown in Figure consists
of the follwing parts: the main supply pipe, test section, shalow tank to collection water, flow meter,
manometer and a centrifugal pump to recycle water to main supply pipe. In order to make a
successful and accurate experimental study using the proposed approach, two test sections are made;
the first one is made according to conventional design with large area ratio. It is simply shaped with
uniform cross section header. The second is made according to the proposed approach. It connected
with a globe valve to investigate the effect downstream outflow on uniformity of flow distribution.
These test sections consist of a manifold with five-lateral pipe orizontal header and five parallel
channels. The header is made of acrylic material to ensure the good visibility of developed flow. It
has 1500 mm long and 152.4mm (6 in) diameter.

The inlet of each test section is connected to a 3500 mm length pipe made of clear polyvinyl
chloride (PVC) at same diameter of test section. The long pipe provides a fully developed flow. The
first test section is dead end where it is closed by a PVC plug. the end of another test section is
connected to globel valve. Each branch has 76.2-mm diameter. The branches are regularly 300-mm
spaced along the header. The diagrames in Fig.2. show the general configuration of the test sections
used.

3. FLOW LOOP AND MEASURING DEVICES

The experimental loop is shown in Fig.3. Water is the test fluid. The water flow rate from each
lateral pipe is collected in a shallow tank, with dimentioin 1500-mm x 1500-mm x 400-mm, then
discharged continuously through pipe with diameter of 152.4 mm (6 in) to recycle water by
centrifugal pump to main supply tank. The water flow rate is measured by five glass containers with
a capacity of 50 liter for each container. The containers are placed on a movable support, which
allows it to move freely at the same time of carrying out of experiments. The containers and support
are shown in Fig.4. Nine pressure tapes are located along the length of the test section. These
pressure tapes are used to measure the pressure head in inlet of manifold and at different points
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along the length of the distribution manifold. The inlet water to the test section is controlled by a
globle valve and is measured by a target flo.wmeter

4. EXPERIMENTAL CONDITIONS

The first tests are carried out with the reference geometry (a multiple-outlet pipes with dead end) to
test the effect of the inlet flow rate on the flow distrbution. Inlet flow rates ranges are 625-950
I/min. Three different of drawing ratio are investigated to study its impact on the flow uniformity.
All tests are performed at a room temperature and at a atmosphere pressure.

5. MATHEMATICAL MODEL

Fig. 5 shows The control volume in an dividing manifold. The theoretical flow model for present
work is based on the same mathematical style as that in the previous work (Wang, 2008, Wang,
2011). The mass and momentum balances can be written as follows:

Mass Conservation:

PAW = pA(W + S AZ) + pALUy )
U AL dw ,
L™ Andz (2)

where A and A are the cross-sectional areas of the header and the lateral pipe, respectively, W, the
axial velocity in header pipe, U, the velocity in lateral pipe, Z axial coordinate, L length of the
header, and n number of lateral pipes. Setting AX = L/n

Momentum Conservation:
2
PA + pAW? — 1y nDAZ = (P + Z—;AZ) A+ (W+SZAZ) + pAUW, (3)

Where P is pressure in the manifold, D diameter of header pipe, Ty is given by Darcy—Weisbach
formula, 7, = fpW?/8 , and W, = BW. After inserting Ty, and W, into Eq. (3) and neglecting the
higher orders of AX, Eq. (3) can be rearranged as follows:
1dp  f 2 _ aw _
de+2DW + (2 ,B)WdZ—O (4)
The flow in the lateral pipes can be described by Bernoulli’s equation with a consideration of flow
turning loss. Hence, the velocity in a lateral pipe, Uy, is correlated to the pressure difference between
the manifold and the ambient as follows:

ut

L\ Uf
P—P=p(1+C+fiz) T =ps ®)
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where Cs is turning loss coefficient from the manifold into the lateral pipes, H is length of the lateral
pipe, d, is diameter of lateral pipe, f; is coefficient of the friction for the lateral pipe. Inserting Eq. (2)
into Eq. (5), gives:

-1 () (22) ®

Amn

Egs. (4) and (6) can be reduced to dimensionless form using the following dimensionless groups.

__P =P W =l =z

P=owz P=owe WTwe Moy T )

a  fL 2 _ aw _

—+ow i+ 2-Bw—=0 (8)
1 A2 faw)?

p-re=5(050) (&) ©)

where W is the inlet velocity of the manifold. Inserting Eq. (9) into Eq. (8) and after rearranging,
one obtains an ordinary differential equation for the velocity in the distributon manifold:

dwd?w | 2-B (An}* & dw g(Al_n)Z 2 _
dzdz2+z(A)Wdz+2D< A wo=0 (10)

5.1 Analytical Solution
We define two constants:

0= 52(t2) an
- () a

Thus, Eg. (10) is reduced as follows:

dw d?w

dw dw 2 _
S 4 3Qw St — 2Rw? = 0 (13)

The general solutions of the governing equation (13) for flow distribution in manifold is similar to
that done by Wang, 2008, 2011. To solve Equation (13), we assume that the function, w = e"*w, is
a solution of Equation (13) and substitute it and its derivatives into Eq. (13), we obtain the
characteristic equation of Equation (13).

r3 +3Qr — 2R (14)
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The solutions of Equation (13) depends on the sign of Q® + R? which have three cases. The
solutions of case (Q° + R? > 0) is listed here.

r=[R+ QS+RZ]1/3+[1!2—,/()3+1f22]1/3 ; n=—2B+5iV3] ; 1,=—3B—iV3

WhereB = [R + m]lm N [R _ mr/s

Thus, the general solution of Eq. (13) and boundary conditions can be written as follows:

w = e 82/2[C, cos({/3]2/2) + C, sin(y/3]2/2)] (15)

w=0, at z=1
w=1 at z=0

The equation of axial velocity in the manifold can be written as follows:

= et [SnTED a6

The equation of velocity of lateral can be written as follows:

_ (_A\ _-Bz/2 [Bsin(y3](1-2)/2)+v3]cos(v3](1-2)/2)
W= (ZnAl) € [ sin(v/37/2) (17)

Flow distribution through lateral pipe:

- _ (nA _ 1 __Bz/2 [Bsin(¥3](1-z)/2)+y3]cos(3](1-2)/2)
Vi = ( A )ul =3¢ [ sin(v37/2) (18)

5. RESULTS AND DISCUSSION

According to Hassan et al., 2008 and Wissam, 2015 the flow distribution along multi-outlet pipe
is depended largely on the area ratio. They found that, when the area ratio increases to larger than
unity, the flow distribution along multi-outlet pipe is far from uinform. On the contrary, when the
area ratio decreases, the distribution of flow improves dramatically. Therefore, the present results
are expected for area ratio greater than unity. These results will be a reference to investigate the
effect of proposed approach on the flow and pressure distribution.

The results of the flow rate for each outlet at three different inlet flow rates (625, 790, 950) I/min.
are given in Fig.6. As expected, the water flow in the outlets tends to increase, starting with the first
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outlet which is badly fed to the last one which is so highly fed (more than twice the mean water flow
rate). In contrast, the pressure distribution along the length of manifold also be uneven.

There is a clear flow maldistribution which can be explained as follows: there are two factors
control the pressure variations in multi-outlet header: friction and momentum. These two factors
work in opposite directions to each other. The friction effect lowers the pressure along the header in
opposing the momentum effect. In tradetional header, the momentum cannot balance the friction
effect, resulting in a non-uniform flow distribution. When the multi-outlet pipe is dead end, water is
recirculating at the closed end. This causes unstable flow and pressure increase, resulting in an
increase in flow rate through branch No.5. This is in agreement with the findings in reference,
Pertorius, 1997.This is in agreement with the results of reference, Pertorius, 1997.

The behavior of flow distribution is consistent with the pressure distributions that have been
displayed in Fig.7. This figure shows that the pressure increases with increasing of downstream
distances. Since the pressure difference drives the per-outlet water flow rate, so it is necessary to
increase the flow rate with downstream distance.

The difficulty in obtaining uniform distribution is due to pressure build-up at the header end. To
reduce the pressure, a portion of the flow is re-circulated to supply tank were carried out. Figs. 8, 9,
and 10 present the results of flow rate at drawing ratios of 5%, 10%, and 15% respectively. From
these figures, it can be seen that the ratio of withdrawal water from the closed end of manifold helps
to a great extent to improve the distribution of the flow regardless of inlet flow rate (in the range
used in the experiment that is from 625 I/min. to 950 I/min.). When the drawing ratio is 0%, it means
that there is no flow from the end of the manifold. In this case, a part of the kinetic energy is
converted to a rise in pressure at that region.Thus, the water flow through the outlets is increasing
towards dead end of the header. When the drawing ratio is certain percentage, the pressure at the
dead end will decrease and hence the water flow from the last outlet is also decreases. When the
drawing ratio increses from 5% to 15%, the pressure along the manifold was become nearly uniform
which gives a better flow distribution through the outlets.

Fig.11 shows the percentage of flow rate fraction for each outlet takes from the total flow at

different drawing ratio. Comparing these results with those of traditional header (closed end), a clear
improvement can be seen in flow distribution. For example, when the traditional header is used, the
discharge from last outlet is about 29.5% of the total flow rate while for the header with 15%
drawing ratio, the percentage is reduced from 29.5% to 22.5%. In other words, the flow discharge
from first outlet is 64% less than that from last outlet but when the header with 15% drawing ratio is
used, this percentage is reduced from 64% to 20%.
The percentage of absolute mean deviation from average flow rate is shown in Fig.12. From this
figure, the values of standard deviation (STD) are 0.48, 0.439, 0.311, and 0.241 at Drawing ratio of
0%, 5%, 10%, and 15%, respectively. The lowest value of (®) was of the header with 15% drawing
ratio that corresponding to 0.025. It is clear that water withdrawal in certain proportions from the
high pressure region (in which the kinetic energy is converted to a rise in pressure) would help
reduce pressure in this region, thus resulting in improved flow distribution.
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A comparison between the present results and the result of Wissam, 2015 shows (see Table 1) that
the selection of drawing ratio depends largely on the header diameter. On the other hand, the total
inlet flow rate does not affect the flow distribution. When the drawing ratio of 10%, the value of
stander deviation is (0.377). Also, when using the same ratio but with header diameter of (6 in), the
value of deviation coefficient is reduces from 0.377 to 0.311.

Experimental tests for flow distribution from manifold have been conducted, which made it
possible to validate the analytical procedures. Fig. 13 shows comparison between the computed and
experimental flow rate per-outlet. It can be clearly seen from the figures that the different of flow
rate between computed and experimental value is acceptable.

5. CONCLUSION

Two test sections representing different header structures were used in this study. The first test
section is uniform header, the second header with drawingratio. In both test sections, the diameter of
the main pipe was 152.4 mm and of the lateral pipe 76.2 mm. the method of withdrawal water from
the dead end of manifold is a very successful approach to improve flow uniformity. where, the flow
distribution is improved by 75% which means the stander devation is reduced from 0.48 to
0.241.Three different values of inlet flow rate of (625, 790,950) I/min had been used in the
experiments. From the results, it is found that change in the total flow rate has a slight effect on flow
uniformity. Therefore, it can be safely said that the inlet flow rate has no effect on flow distribution.
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7. NOMENCLATURE

Cs = coefficients of turning losses.

D= diameter of manifold, m.

d, = diameter of the lateral pipe, m.

f =friction factor

A, A = cross-sectional area of manifold and lateral pipe, m?.
H= length of lateral pipe, m.

L= length of manifold, m.

n = numbers of lateral pipes.

Pa = ambient pressure

Pa = dimensionless ambient pressure

P = pressure in manifold

P = dimensionless pressure.

Q = coefficient in Eq. (13), defined by Eq. (11)

R = coefficient in Eq. (13), defined by Eq. (11)

r, r1, rz = roots of characteristic equation.

W = velocity in manifold (m/s)

w =dimensionless velocity in manifold.

U, = velocity of lateral pipe, m/s.

u; = dimensionless velocity of lateral pipe.

vc =dimensionless volume flow rate in lateral pipes.
S = average velocity ratio in manifold (W\/W)

p = fluid density (kg/ms)

w = wall shear stress (N/my)

{ = average total head loss coefficient for port flow
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Table 1. A comparison of the results obtained in the present study with those of Ref.,

Alawee,2015.
Percentage of flow rate fraction for each outlet
Drawing takes from the total flow
Researcher o
ratio, % Outlet | Outlet | Outlet | Outlet | Outlet |
1 2 3 4 5
Wissam, 2015 8 11% | 15% | 12% | 22% | 22% | 0.371
Header di ter=101.6
eader 'a";z,f)’r mm 10 119 | 166 | 231 | 236 | 248 | 0.354
The present work 10 13.3 166 | 220 | 23.8 | 24.1 | 0.311
Header daimeter=152.6
eader a'";:,,’;r mm 15 146 | 185 | 210 | 214 | 219 | 0.241
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Figure 1. Plate of the experimental rig for five-lateral manifold.
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end of manifold

Figure 2. Multi-outlets pipe with/without recirculation ratio .
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Figure 3: Schematic diagram of flow loop.

Figure 4: Containers to measure water from outlets
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Figure 5: Control volume for the distrbution manifold.
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Figure 6: Flow distribution plot at three value of inlet flow water .
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Figure 8: Flow distribution plot of manifold with 5% drawing ratio at
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Figure 9: Flow distribution plot of manifold with 10% drawing ratio at
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Figure 11: Flow rate fraction at three value of drawing ratio.
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Cost of Optimum Design of Trunk Mains Network Using Geographical
Information System and Support Programs
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Baghdad University Baghdad University
Email: kareem_esmat@yahoo.com Email: Layla_a2008@yahoo.com
ABSTRACT

Sewer network is one of the important utilities in modern cities which discharge the sewage
from all facilities. The increase of population numbers consequently leads to the increase in
water consumption; hence waste water generation. Sewer networks work is very expensive and
need to be designed accurately. Thus construction effective sewer network system with
minimum cost is very necessary to handle waste water generation.

In this study trunk mains networks design was applied which connect the pump stations together
by underground pipes for too long distances. They usually have large diameters with varying
depths which consequently need excavations and gathering from pump stations and transport the
sewage to final waste water treatment plant. This situation urges to decrease the cost to minimum
with efficient design of its performance. The aim of this research is minimizing the cost of all
sewer components of trunk mains which are lengths, diameters, and volume of excavation with
maintaining its performance.

In this research, the utilization of GIS (Geographical Information System) software and VBA
(Visual Basic for Application) which is integrated with GIS was used to implement the MST
(Minimum Spanning Tree) algorithm to create a visual basic computer program that was used to
find the minimum total lengths of the trunk mains in a sewer network.

This method was applied on selected areas in Al-Mansour municipality where there is an
existing sewer system containing trunk mains and pump stations. Total lengths of the existing
trunk mains are calculated and later, the proposed method was implemented to find the minimum
total lengths, with a difference in total lengths of (12601 m).

The new network used to design a proposed sewer system using the computer program
SewerGemsV8i, which can be integrated with GIS. New pipes diameters and slopes were
calculated by supplying the necessary information that is needed by the computer program.

New sewer system was designed which gave more reliable and economical aspects than the
existing one. These results clearly show that when comparing the costs.

Key words: GIS, optimum design, trunk mains, pump stations, minimum cost.
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1. INTRODUCTION

Sewerage pipeline networks is one of the essential infrastructures of the modern cities and it is
very important in serving all people in their houses, factories, hospitals, schools and other vital
utility activities by getting rid of unwanted waste water and water environment prevention.

In recent years, the population has increased significantly, commercial and industrial activities
have also grown dramatically. This has led to an increase in water consumption and
consequentially increases in quantity of wastewater, so there is need to construct a new sewer
networks in areas that suffered from decrease of discharge of waste water.

Design of sewer system includes layout of sewer network, finding lengths, diameters, depths of
all pipes, in addition to finding the best locations of other sewer system components such as
outfall, manholes, pump stations, etc.

Efficiency and good performance are required in the design of sewer network hence it is not an
easy work, in addition it is expensive work; hence need to minimizing and decreasing of
construction and operation costs to the minimum.

1.2 GIS Applications in Sewer Networks

GIS are powerful and cost effective tools for deigning intelligent maps for water, wastewater,
and storm water systems. Effective waste and storm water management requires linking of
specialized computer models to the GIS. Also, integration of engineering, environmental, and
socioeconomic objectives into waste and storm water management could be included.Most of the
physical, social and economic problems associated with waste and storm water are attributable to
unwise land use, insufficient attention to land drainage in urban planning, and ineffective
updating of existing waste and storm water control systems, Rusko et al., 2010.

Typical applications of GIS for waste and storm water systems include: (1) Watershed storm
water management, (2) Floodplain mapping and flood hazard management, (3) Hydrologic and
hydraulic modeling of combined and storm sewer systems, including estimating surface
elevation and slope from digital elevation model data (DEM), (4) Documenting field work, (5)
Planning, assessment of the feasibility and impact of system expansion, (6) Estimating storm
water runoff from the physical characteristics of the watershed, e.g. land use, soil, surface
imperviousness and slope Shamsi, 2002 and Paul Longley, 1999.

Various spatial data layers can be combined and manipulated in a GIS to address planning,
operation, and management issues. For example, water and sewer line information can be
combined with population statistics and ground elevation data to assess the adequacy of water
and sewer utilities, Shamsi, 2005.

2. THE OBJECTIVE OF THE RESEARCH

Trunk mains extents for long distances under the ground, these trunk mains usually have large
pipe diameters, and since they connect many pump stations, they are embedded deeply under the
ground surface for their protection. The design of these trunk mains will be very expensive and
need to be reduced with maintaining accuracy and efficiency in its performance. So the aim of
this research is to find the optimum design of trunk mains network which implement the highest
efficiency and minimum cost. This aim achieved by minimizing the cost of the sewer system
components that includes:
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I. Length of trunk mains, ii. Trunk mains diameter, and iii. Volume of excavation.
3. METHODOLOGY OF THE WORK

This research developed a methodology in the trunk mains design method that depend on graph
theory algorithm to find the minimum total lengths of trunk mains which is Minimum Spanning
Tree (MST); it was programmed in Visual Basic for Applications (VBA) which is integrated
with GIS, this algorithm was implemented on some selected areas in Baghdad city to give
minimum total pipe lengths.

Bentley SewerGEMs V8i program is one of computer program that could be integrated with GIS
to compute the appropriate pipe diameters and slopes that affect the trunk mains pipes depths.

4. MINIMUM SPANNING TREE ALGORITHM

Using graph algorithm MST is very powerful in providing the tree that connects all nodes of a
Graph (which are represented by pump stations in this research) with minimum length of edges
(which are represented by the pipe lines connecting the pump stations), the root of the tree is the
disposal location of the waste water. It is necessary to use this algorithm and obtain a tree shaped
network because there will be only one root for this tree which is the location of waste water
disposal and the other branches of the tree represent the links between pump stations. A
minimum spanning tree is so named because it is constructed from the minimum of number of
edges (lines) necessary to cover every node and it is in tree form because the resulting graph is
acyclic (i.e. with no cycles). The minimum spanning tree depends entirely on the starting node.
Michael Mcmillan, 2005.

From the researchers have studied the MST algorithm and its applications is Jason
Eisner, 1997 who explained that the classic "easy" optimization problem is to find the minimum
spanning tree (MST) of a connected, undirected graph. Good polynomial-time algorithms have
been known since 1930. This work reviews those methods, building up strategies step by step so
as to expose the insights behind the algorithms. Implementation details are clarified, and some
generalizations are given. And Paola Flocchini et al., 2007 deduced that in many network
applications the computation takes place on the minimum-cost spanning tree (MST) of the
network G; unfortunately, a single link or node failure disconnects the tree.

5. SEWER SYSTEM DESIGN AND ANALYSIS USING GIS
5.1 Case Study

A sample districts in the west of Baghdad/Irag city located in the municipality of Al-Mansour
was taken as a case study for implementation the MST to obtain the minimum cost of trunk
mains pipes construction and using SewerGEMs to complete the sanitary design. Fig. 1 shows
the satellite image that shows the sample districts was taken as a case study in municipality of
Al-Mansour with the number of districts.

5.2 The Data Sources

In this research, the required data were gathered from different source, such as shapefile forms,
satellite images, maps, and numerical tables from various resources, which are:

50



Number 9 Volume 21 September 2015 Journal of Engineering

v Shape file includes all main streets in municipality of Al-Mansour from department
of GIS in Mayoralty of Baghdad (MOB) projected by Universal Transfer Mercator
(UTM) and the spheroid is world geodetic system 84 (WGS84), Zone 38 N.

v" Shape file includes the locations of all pump stations in municipality of Al-Mansour
from department of GIS in Baghdad Sewage Directorate (BSD) in (MOB) projected
by Universal Transfer Mercator (UTM) and the spheroid is WGS84, Zone 38 N.

v Information about diameters and path of existing trunk mains which connect pump
stations together in municipality of Al-Mansour was obtained from BSD.

v Information about each pump station, such as discharge, depths of wet-well was also
obtained from BSD.

v Satellite image of Bagdad city with resolution of 60 cm was obtained from Quick
Bird satellite.

Fig. 2 shows a satellite image of the study area in Al-Mansour municipality, and also shows the
locations of pump stations (yellow rectangles) and the main streets (red lines), where each pump
station is shown with a label of its name. Fig. 3 shows the satellite image that shows existing
sewer network of trunk mains in the municipality of Al-Mansour.

5.3 Existing Sewer Network

For the analysis of already existing network, collecting some necessary data needed to this study
such as:

1. Ground elevation of Pump stations.

2. Waste water inflow to each pump station.
3. Path of the existing trunk mains, and

4. Trunk mains diameters.

5.4 Obtaining Ground Elevations

Source of the elevations that is depended in this research is from Baghdad Sewage Directorate
(BSD). These elevations were produced by the Japanese Nippon Koie company, and were
obtained in a shape file form. Fig. 4 shows the satellite image that show point's network of the
case study. Any point in these data has ground elevation in addition to Cartesian coordinates (X
and Y).These points can be converted to terrain surface using ArcMap10 by interpolation these
points by IDW method to product Digital Elevation Model (DEM). Fig. 5 shows the satellite
image that shows Digital Elevation Model (DEM) of the districts in municipality of Al-Mansour.

5.5 Waste Water Flow

Waste water flow information was obtained from Baghdad Sewage Directorates (BSD). Each
pump station inflow is shown in Table 1 in cubic meter per day (m3/day). This table also shows
elevations of the pump stations.

5.6 Lengths of the Existing Trunk Mains
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Fig. 3 showed the existing trunk mains that are in service, where the total lengths of the trunk
mains have a sum of (44895.95 m) which was calculated using ArcGIS computer program. The
depth of these trunk mains ranged generally from 3 m at the start of the pump station and ends at
8 m reaching the next pump station where the waste water level is raised using pumps to 3 m
again. Trunk mains pipes lengths, diameters, and start depths and end depths are shown in table
2;additionally table 2 shows the calculations of the soil excavations in cubic meters (m3) and the
cost of the excavations. These calculations are necessary to obtain the approximate costs that will
be used later for comparison with the new proposed method.

5.7 Pipes Diameters

Pipes diameters are an important factor that affects the cost of the sewer system. The pipes
diameters contribute in the cost in two ways; first, the cost increases with the increase of the pipe
diameter, and second, the pipe diameter affects the width of the excavations, consequently
affecting the excavations cost.

5.8 Pipes Material

The cost also depends on the type of the material used for the pipes in trunk mains. There are
five types of materials usually used for sewer trunk mains, and these types are as following:

Ductile Iron Cement Lined (DICL),

Unplasticised, Modified and Oriented Polyvinyl Chloride (PVC),
Glass Reinforced Plastic (GRP),

Steel Cement lined (SCL) (special applications only),and
Polyethylene (PE) (Less than 100 mm internal diameter only).

The material of these pipes material are used in the districts under study is assumed the UPVC,
the cost per unit length and the approximate total cost of the UPVC pipes for each used diameter
is shown in table 3.The calculations which are shown in table 2 give the approximate value of
the total volume of the excavations in addition to an approximate cost for the
excavations.Adding the cost of the pump stations to this cost gives us the total sewer system cost
for the districts under the case study. This cost can be easily obtained approximately by
multiplying the cost of one pump station by the total number of pump stations as follows:

Total cost of pump stations = No. of pump stations x Cost average of a pump station
Total cost = 23 x 3,000,000,000 = 69, 000,000,000 I.D.

The total cost of a sewer network is calculated and shown in table 4.

5.9 Design of the Proposed Network

Minimizing the total cost can be obtained by minimizing the three items which are: Length of
trunk mains, Trunk mains diameter, and Volume of excavation. The design procedure can be
implemented via the following steps.

5.9.10btaining the minimum pipe lengths
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Obtaining the minimum trunk mains length can be achieved by implementing Minimum
Spanning Tree (MST) algorithm. To implement the new proposed algorithm for network design,
it is required to draw a complete streets network graph that connect almost every point which
represents a pump stations to all other neighboring points (or other pump stations) in the districts
as shown in Fig. 6.

These complete streets network represent all main streets in the districts which are connected to
pump stations and represents a candidate path for trunk mains. The total length of the complete
streets network was (94091.48 m).

Based on Visual Basic for Application (VBA) which integrated in GIS program a new scripting
was designed to find the minimum total lengths of the streets by implementing the MST
algorithm. This code execution can be done by pressing the command button added to the
toolbar of the ArcGIS program as shown in Fig. 7, denoted by the small red circle.

When pressing the command button, a series of commands will be executed that asks for the
required data to implement the algorithm and obtain the required solution, which are the streets
with minimum total lengths.

As soon as the file is stored, the minimum streets network will be shown in the ArcGIS display
area. Fig. 8 shows the minimum spanning streets lengths that connect all pump stations together
and provide the minimum required path for the waste water disposal. The total length of the
streets network is (32294.10 m). Table 5 shows the new total length of streets network.

A simple comparison between the two networks in Fig. 3and Fig. 8 shows the difference in total
lengths of (44895.95 — 32294.10 = 12601.51 m) which saves more than twelve kilometers of
pipe lengths and excavation efforts which has a great economical effect on the total cost of the
sewer system.

5.9.2 Design of sewer system

In the previous sections, the design and layout of the sewer pipes was obtained. The inflow of the
waste water was already obtained as shown in table 1.The sanitary design will be carried out
including the design of the pipe diameters, slopes, and required depths.

The computer program SewerGEMSs V8i was used for this purpose as it can integrate with
ArcGIS program and provide the sewer design environment in the ArcGIS environment, which
means it can read the shape file of the new proposed street network and use it for the sewer
system design.

The layout of the conduits is shown in Fig. 9 which also shows that the pump stations, the pump
station usually contain a) Wet-well, b) Pump or pumps battery, and ¢) Ductile iron pipes to uplift
the waste water under pressure to a higher level and let it flow again under gravity till it reach the
next pump station or the treatment plant. A larger scale of some sample pump stations is shown
in Fig. 10, where the wet-well, the pump, and the pressure pipes combinations are drawn. A
detailed schematic drawing of one pump station is shown in Fig. 11.
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5.9.3 Computer program components

The next step is to prepare the appropriate data required for modifying the properties of the
components of the sewer system, which includes:

1) Pump stations data: Elevations of pump and inflow quantities are already mentioned in
Table 4. Depth of its will be initially 2 m. These values will be considered in the design
of the new sewer network.

2) Conduits data: Conduits data can be represents the gravity pipes are represented as
follows:

a. Lengths: already found from minimum streets network.

b. Type: UPVC pipes will be considered as it is typically used for the construction
of trunk mains.

c. Diameters: The initial pipe diameters used is 200 mm which is the smallest
diameter; this diameter size will change automatically by the computer program
as needed in the design procedure.

d. Inlet and outlet elevations: the inlet elevation is taken from the manhole attached
to the starting side of the pipe while the outlet elevation is taken from the wet-
well that is at the end of the pipe.

3) Outfall data: (End point of sewer system e.g. treatment plant). The last point that was
considered as the outfall is the al-Kadisiya pump station, because of the limitation of the
area under study (actually, the Al-Kadisiya pump station convey waste water to other
station).

4) Outfall data The last point that was considered as the outfall is the al-Kadisiya pump
station, because of the limitation of the area under study (actually, the Al-Kadisiya pump
station convey waste water to other station

5) Pressure Pipe: Pressure pipes are the link between the wet-well and the pump from one
side and the link between the pump and the manhole from the other side, as the waste
water flows from the wet-well through the pump to the next manhole. All pressure pipes
were given a length of 300 mm (as recommended by the instructions of the sewer GEMs
program manual), ductile iron material, and a diameter of 150 mm was taken as an initial
value

5.9.4 Sewer GEMs program run

The computer program has two calculation alternatives, the first, is the design alternative, and
the second is the analysis alternative.

The design alternative is the first choice where the computer program performs the design
procedure regarding all constrains that were already supplied to the calculation options including
the slope constrains (0.001 — 0.1), cover constrains (0.7m — 10m), and velocity constrains (0.61
m/sec — 4 m/sec) (as recommended by the instructions of the computer program manual).

The design was done for steady state condition neglecting the variation of the amount of waste
water during the day (24 hrs.), only peak values were taken into consideration in the design
procedure.

The results obtained from the design procedure affect the pipes diameters, slopes of pipes, and
cover constrains. Minor adjustments were made at the analysis phase of the program including
pipe invert level to maintain slopes within constrains.
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Results of computer program run is shown in table 6 which also includes the necessary
calculations for the amount of excavations and its cost, while table 7 shows the calculations of
pipe costs considering the reduced lengths of pipes and its diameter which reflects the reduced
cost. After the result was taken it can be compute the total cost of proposed sewer network as
shown in table 8 and the table 9 that shows the comparison between the costs and the reduction
obtained using the proposed network.

6. DISCUSSION& CONCLUSION

A

MST provides a successful solution for obtaining the minimum total lengths of trunk
mains pipes, those pipes usually are large in diameters, they run for long distances and
may go deep into the ground, consequently, they may cost a lot according to these
factors, so any reduction in these costs may reduce the overall cost of the system.

MST algorithm can be very useful in estimating the paths for trunk mains (or any large
pipes may be used in sewer systems) as any reduction may be obtained is reflected
directly on the total cost of the sewer system.

After obtaining the MST, the integrated computer program (SewerGems) with the GIS
program, can facilitate the sewer system design or analysis. This computer program
takes the required information directly from the ArcGIS map. The trunk mains pipes
lengths and pump stations locations are obtained through "Model Builder" command in
the SewerGEMs menu.

Other hydraulic design operations are carried out by the computer program after all the
complimentary information is supplied (e.g. hydraulic constrains, velocities, minimum
and maximum cover, slopes, etc.).

The computer program (SewerGEMSs) can work either in design mode or analysis mode.
It depends on the required operation by the user. Usually a design process is carried out
first then any required adjustments may be carried out then an analysis process is then
worked out to see the effect of these adjustments. This operation may be repeated till the
required design (or analysis) constrains are fulfilled.

For estimating the locations of new pump stations, the AHP process can be very handy.
Any factors that may be considered as effective factors can be calculated among other
factors to find the most candidate locations.

The resulting map from the AHP calculations can be very helpful for human judgment
especially that these results are obtained in a map form for the area under consideration
which facilitate recognition any environmental factors that many affect the human
judgment in choosing the required locations for pump stations.
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Figurel. Satellite image shows the sample districts as a case study in municipality of Al-
Mansour, (source: MOB).
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Figure 2. Satellite iage shows pump stations and main streets in municipality of Al-Mansour,
(source: MOB&BSD).
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Figure3. Satellite imae shows the existig sewer network of trunk mains in muniipality of Al-
Mansour, (source: DSD).

Figure 4. Satellite image shows the Figure 5. Satellite image shows
point's network of the districts in Digital Elevation Model (DEM) for
municipality of Al-Mansour, (source: case study.
DSD).
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Figures 8. The minimum spanning streets network.
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Figure 10. Larger scale of sample Figure 11. Schematic drawing
section showing wet-well, pump, showing wet-well, pump, and
and pressure pipes. pressure pipes.
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Table 1. Pump Stations names, Elevations, and Flow.

No Name Elevation (m) Flow (m®day)
1 6 4l =l 39.0 2000
2 A )l 36.0 800
3 7 &l Al 37.5 1200
4 Gpuall 37.0 800
5 4l 36.0 1800
6 p3 38.0 1800
7 Janl) 38.5 1000
8 sl 37.0 1400
9 S sl 37.8 500
10 M1 38.8 400
11 IC2 37.0 1100
12 2 Ayl e 36.0 600
13 p7 38.5 600
14 2 el 36.4 600
15 3 sl 37.0 600
16 & 5ol 38.0 600
17 p2 38.0 800
18 (p8) dda il 3 38.5 2100
19 p5 35.0 1600
20 £)_padl) 40.0 600
21 02 38.5 4400
22 D1(p6) 37.7 2200
23 sl 37.0 Outlet
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Table 2. Existing Trunk mains connecting Pump Stations.

No | Fromsta. | To sta. I(‘rﬁ;]gth g g-g e g-g Area (m?) (Irjﬁ) Vol. m®
1 de el | 6ANA | 924.95 1.5 5.0 3006.09 | 0.50 1503.04
2 6 4 =l P3 3953.76 | 2.0 6.0 15815.00 | 1.00 | 15815.04
3 740 | Gaall | 272,58 1.5 4.0 749.59 0.50 374.80
4 Gxall | Intersect | 1598.66 1.5 6.0 5994.98 | 0.50 2997.49
5 4 5l P5 295893 | 20 6.5 1257550 |1.00 | 12575.45
6 02 dnaall | 438384 | 2.0 7.0 19727.30 |1.00 | 19727.28
7 Jasl) P3 1680.82 1.5 7.0 714349 |1.00 7143.49
8 3dsen | 2dsan | 222.96 1.0 4.0 557.40 1.00 557.40
9 M1 P7 1715.00 1.5 6.5 6860.00 | 1.00 6860.00
10 iu;\\ P6 839.44 1.5 4.5 2518.32 | 0.50 1259.16
11 P6 P2 1049.94 | 2.0 6.5 4462.25 |1.00 4462.25
12 | gstxadl IC2 1344.82 1.5 55 4706.87 | 1.00 4706.87
13 | sl | gsladl | 1405.76 1.5 6.0 5271.60 | 0.50 2635.80
14 P2 & ga 889.00 1.5 5.0 2889.25 | 1.00 2889.25
15 | san 3de | 735.28 2.0 6.5 312494 | 0.75 2343.71
16 | L3 P8 3265.19 | 2.0 7.0 14693.40 | 1.00 | 14693.35
17 | ¢l paadl P5 1727.79 | 2.0 7 7775.06 | 1.00 7775.06
18 | (sstxaudl M1 1808.23 1.5 6 6780.86 | 1.30 8815.12
19 P7 Intersect | 3906.17 2.0 7 17577.80 |1.00 | 17577.77
20 | 2¢sen | 4weadl | 251146 | 2.0 6 10045.80 |1.00 | 10045.84
21 IC2 Intersect | 3622.53 | 2.0 7 16301.40 |1.00 | 16301.39
22 P3 Intersect | 1014.43 2.0 7 4564.94 | 1.00 4564.94
23 P5 P2 3173.72 1.5 6 11901.50 |1.00 | 11901.45
24 P8 Intersect | 306.18 2.0 7 1377.81 1.00 1377.81

Sum 44895.90 186421.00 178903.73

Unit cost (1.D.) 500,000
go[t)a)l cost of excavation 89 451.866,250
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Table 3. UPVC Pipes Cost.
: Total Length Price per unit
No. | Dia. (m) (m) length (1.D.) Cost (1.D.)
1 0.50 5041 80,000 403,280,000
2 0.75 735 230,000 169,050,000
3 1.00 37726 400,000 15,090,000,000
4 1.30 1808 600,000 1,084,800,000
Total Cost 16,747,530,000
Table 4. Total Cost of existing sewer network.
Item Costin I.D.
Excavations Cost 89,451,866,250
Pipes Cost 16,747,530,000
Pump Stations Cost | 69,000,000,000
Total Cost 175,199,396,250
Table 5. Minimum Streets lengths.
From From
No sta. Tosta. | Length(m) | No sta. Tosta. | Length (m)
1 19 20 272.58 12 8 12 2715.78
2 20 10 1685.27 13 22 21 1344.70
3 11 23 1063.62 14 23 19 1173.03
4 17 10 2223.12 15 1 17 1711.96
5 6 5 1793.10 16 16 14 1731.50
6 5 4 1193.12 17 15 4 832.86
7 8 9 216.19 18 1 18 2790.74
8 2 8 745.501 19 7 3 1701.25
9 4 14 1302.44 20 22 16 1016.30
10 5 2 900.05 21 7 13 2678.52
11 7 6 1812.05 22 18 21 1390.45
Total length 32294.10
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Table 6. Result of Program Run.
i Invert Invert | Start | end i
No IZ'\ESI Fsrtgm To sta. L(zrrl?)th Elv. Elv. stop | depth | depth | Slope '?‘r;%;i (zlr?].) Vol. m®
' start (m) (m) (m) (m)

1 swr-7 MH-2 | MH-1 | 216.20 35.45 34.74 0.95 2.26 | 0.0033 | 347.00 254.00 88.14

2 swr-1 MH-3 | W-16 | 272.60 36.34 35.84 1.16 1.16 | 0.0018 | 316.22 457.20 144,57

3 swr-17 | MH-5 W-7 832.90 35.05 32.31 0.95 539 | 0.0033 | 2640.29 | 254.00 670.64

4 swr-3 MH-7 W-1 1063.60 37.92 34.92 1.08 1.08 | 0.0028 | 1148.69 | 304.80 350.12
5 swr-8 MH-9 | MH-1 | 745.50 36.23 34.74 1.77 2.26 | 0.0020 | 1502.19 | 914.40 1373.60
6 swr-10 | MH-10 | W-19 900.00 36.23 35.33 1.77 2.67 | 0.0010 | 1998.00 | 914.40 1826.97
7 swr-20 | MH-11 | W-9 1016.30 35.39 34.37 1.61 443 | 0.0010 | 3069.23 | 762.00 2338.75
8 swr-14 | MH-8 | W-17 | 1173.00 34.84 33.49 1.16 401 | 0.0012 | 3032.21 | 457.20 1386.32
9 swr-6 MH-6 W-4 1193.10 36.09 34.89 1.61 3.11 | 0.0010 | 2815.72 | 914.40 2574.69
10 | swr-22 | MH-13 | W-11 | 1390.40 35.54 34.15 1.46 3.65 | 0.0010 | 3552.47 | 762.00 2706.99
11 swr-9 | MH-15 | W-7 1302.40 36.89 32.31 1.61 539 | 0.0035 | 4558.40 | 762.00 3473.50
12 swr-5 | MH-16 | W-4 1793.10 37.04 34.89 1.46 3.11 | 0.0012 | 4097.23 | 609.60 2497.67
13 | swr-13 | MH-14 | W-10 | 1344.70 36.34 34.99 1.46 2.01 | 0.0010 | 2333.05 | 762.00 1777.79

14 | swr-19 | MH-18 | MH-17 | 1701.20 39.10 33.61 0.90 1.39 | 0.0032 | 1947.87 | 203.20 395.81
15 swr-2 MH-4 | W-15 | 1685.30 35.69 34.01 1.31 1.99 | 0.0010 | 2780.75 | 533.40 1483.25
16 swr-4 | MH-19 | W-14 | 2223.10 34.69 32.47 1.31 5,53 | 0.0010 | 7603.00 | 609.60 4634.79
17 | swr-15 | MH-20 | W-13 | 1712.00 36.54 34.83 1.46 3.67 | 0.0010 | 4391.28 | 609.60 2676.93
18 | swr-16 | MH-12 | W-8 1731.50 37.19 35.45 1.61 3.05 | 0.0010 | 4034.40 | 762.00 3074.21
19 | swr-11 | MH-17 | W-6 1812.00 33.61 31.80 1.39 6.70 | 0.0010 | 7329.54 | 609.60 4468.09
20 | swr-18 | MH-21 | W-12 | 2790.70 37.04 34.25 1.46 2.75 | 0.0010 | 5874.42 | 762.00 4476.31
21 | swr-12 | MH-1 0O-1 2715.80 34.74 32.02 2.26 4,98 | 0.0010 | 9831.20 | 1,066.80 10487.92
22 | swr-21 | MH-23 | W-5 2678.50 37.27 33.77 1.23 1.23 | 0.0013 | 3294.56 | 457.20 1506.27
sum 32293.90 54413.32
Unit Cost 500,000

Total Cost 27,206,656,801
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Table 7. UPVC pipes cost.

No (ﬁ'r?{) L-I(;(r)ltgilh Jrr:::te Cost
1 | 20320 | 1,701.20 | 50,000 | 85,060,000
2 | 25400 | 1,049.00 | 60,000 | 62,940,000
3 | 30480 | 1,06360 | 70,000 | 74.452,000
4 | 45720 | 412410 | 80,000 | 329,928,000
5 | 53340 | 1,68530 | 120,000 | 202,236,000
6 | 609.60 | 7,54020 | 180,000 | 1,357,236,000
7 | 76200 | 9,576.10 | 230,000 | 2,202,480,000
8 | 91440 | 283870 | 400,000 | 1,135,480,000
9 | 1066.80 | 2,715.80 | 500,000 | 1,357,900,000
LTe?]thh 32,294.00 Eoot;' 6,807,735,000

Table 8. Overall Total cost of proposed sewer network.

Item Cost
Excavations Cost 19,510,900,000
Pipes Cost 6,807,735,000
Pump Stations Cost 69,000,000,000
Total Cost 95,318,635,000
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Table 9. Cost comparison between existing network costs and proposed network costs.

Item Existing Network | Proposed Network Redlé%;(t)n G
Excavations Cost 89,451,866,250 19,510,900,000 69,941,366,250
Pipes Cost 16,747,530,000 6,807,735,000 9,939,795,000
Pump Stations Cost 69,000,000,000 69,000,000,000 0
Total Cost 175,199,396,250 95,318,235,000 79,880,761,250
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